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The state-of-the-Art
a brief recap
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How do we measure  at B-Factories?ℛ(D(*))

1. Leptonic or 
Hadronic 𝝉 decays?
Some properties (e.g. 𝝉 polarisation) only 
accessible in hadronic decays.

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated

Vqb
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* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2

12 / 31

2. Albeit not necessarily a rare decay of O(%) in BF, TRICKY to 
separate from normalisation and backgrounds

LHCb: Isolation criteria, displacement of 𝝉, kinematics

B-Factories: Full reconstruction of event (Tagging), matching topology, kinematics

ℛ =
b → q τ ν̄τ

b → q ℓ ν̄ℓ
ℓ = e, μ
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How do we measure  at B-Factories?ℛ(D(*))

Semileptonic decays	at	B	Factories
• e+/e-	collisions	producing	ϒ(4S) →BB̅ 

• Using	fully	reconstructed	B-tag	and	a	
constraint	to	the	ϒ(4S) mass,	possible	to	
measure	the	momentum	of	the	B-signal

à”A	beam	of	B	mesons!”

• Then,	the	missing	mass	(neutrinos)	can	be	
measured	with	high	precision.

• Small	(~10-3)	B-tag	efficiency	compensated	
by	large	integrated	luminosity	

π

π
π

K

ν

l

B

ϒ(4S)
e+ e-

B̅

l

J/ψ

K

π

tag

ν
τD*

D0

signal

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 15

3. Semileptonic decays at B-Factories 

Nice Illustration 

from C. Bozzi

‣ e+/e- collision produces Y(4S) → BB 

‣ Fully reconstruct one of the two B-
mesons (‘tag’) → possible to measure 
properties of signal B


If reconstruction happens in e.g. fully 
hadronic modes:  

✓ Small efficiency (~0.2-0.4%) 
compensated by large integrated 
luminosity 

ℬ ∼ 10−3
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How do we measure  at B-Factories?ℛ(D(*))
4.1. Event Reconstruction 23
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Figure 4.2.: Illustration of the interplay between the di�erent tagging methods. The trade-
o� is always between information/purity and e�ciency. This originates from
the constraints on the reconstructed B mesons, e.g. for the hadronic and
semileptonic tag candidate a specific decay has to be reconstructed, whereas
the inclusive tag candidate is constructed without any requirement on the
specific decay. For this analysis, the most important key performance indicator
of the tagging variant is e�ciency. Figure taken from [25].

lower energetic track is rejected.

Photons are reconstructed from calorimeter clusters where no charged track is located in
the proximity.

Particle candidates surviving this selection are used to form a Btag candidate.

4.1.1. Inclusive Btag Reconstruction

After cleansing the ROE from beam remnants and reconstruction artifacts, the remaining
tracks and neutral clusters are combined to the inclusive Btag candidate. Its four-vector in
the center-of-mass frame is given by

p
µ

cms =
AÒ

p
2
cms + m

2
B

pcms

B

, (4.1)

with pcms =
q

pi ’p œ ROE. The momentum magnitude of the four-vector is constrained
by the kinematics of the two-body decay �(4S) æ B+B≠. This information is used to
fix the magnitude of the momentum component p to the value of 332 MeV, which yields
a much better momentum resolution compared to the reconstructed magnitude of the
momentum from the sum of all ROE tracks and clusters. Thus only the direction of the
inclusive Btag is determined from the reconstructed tracks and clusters.

To further improve the resolution of the inclusive tag candidate, the error of the momentum
distribution is studied. There is no information available on the specific decay mode of
the tag-side B when using this inclusive approach. Therefore, no information is available

Belle: BELLE-CONF-1805 [arXiv:1903.03102] + others

Belle: Phys. Rev. Lett. 124, 161803 (2020), [arXiv:1910.05864]

BaBar: Phys.Rev.Lett. 109,101802 (2012) [arXiv:1205.5442_[hep-
ex]] Phys.Rev.D 88, 072012 (2013) [arXiv:1303.0571_[hep-ex]]


Belle: Phys.Rev.D 92, 072014 (2015) [arXiv:1507.03233 [hep-ex]]


Belle: Phys.Rev.Lett.118,211801 (2017) [arXiv:1612.00529 [hep-ex]] 
Phys.Rev.D 97, 012004 (2018) [arXiv:1709.00129_[hep-ex]]
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How do we measure  at B-Factories?ℛ(D(*))
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The Belle Experiment

Belle recorded 711 fb�1 on the ⌥(4S) resonance.

Search for B ! `⌫� and B ! µ⌫µ and Test of Lepton Universality with R(K⇤) at Belle - Markus Prim 22nd March 2019 2/23

pν = (pe+e− − pBtag
− pℓ − pH)

known collision  
energy

tag w/o 
neutrinos

visible 
signal 

particles

invisible 
signal 

particles

The Belle Experiment

Belle recorded 711 fb�1 on the ⌥(4S) resonance.

Search for B ! `⌫� and B ! µ⌫µ and Test of Lepton Universality with R(K⇤) at Belle - Markus Prim 22nd March 2019 2/23

H

Benefit #1 also: 
access to Bsig frame
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How do we measure  at B-Factories?ℛ(D(*))
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The Belle Experiment

Belle recorded 711 fb�1 on the ⌥(4S) resonance.

Search for B ! `⌫� and B ! µ⌫µ and Test of Lepton Universality with R(K⇤) at Belle - Markus Prim 22nd March 2019 2/23

unassigned 
track(s) 

or  
photon(s)

Demand matching topology

Nexp
trk = Nobs

trk
Signal

Background processes

Eextra/ECL

Benefit #2

 often 
directly fitted or used 

in BDT to agregate signal

Eextra/ECL

 = unassigned

neutral energy depositions
Eextra/ECL

H
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Example: Hadronic Tag Measurement:

‣ Fit in 2D to  and m2
miss |p*ℓ |

(pe+ e− − pBtag
− pℓ − pD(*))

2
= m2

miss

| p
* ℓ

|

‣ Use  and  to reconstruct -lepton 


‣ Simultaneous analysis of  using 

τ → e ν̄e ντ τ → μ ν̄μ ντ τ

ℛ(D) & ℛ(D*)
B0 → D(*)−τν̄τ & B− → D(*)0τν̄τ
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Example: Hadronic Tag Measurement:

Signal

‣ Use  and  to reconstruct -lepton 


‣ Simultaneous analysis of  using 

τ → e ν̄e ντ τ → μ ν̄μ ντ τ

ℛ(D) & ℛ(D*)
B0 → D(*)−τν̄τ & B− → D(*)0τν̄τ

‣ Fit in 2D to  and m2
miss |p*ℓ |

(pe+ e− − pBtag
− pℓ − pD(*))

2
= m2

miss

| p
* ℓ

|

|p*ℓ |

m2
miss

B → D(*)τ[τ → ℓν̄ℓντ]ν̄τ

B → D(*)τ[τ → ℓν̄ℓντ]ν̄τ
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Example: Hadronic Tag Measurement:
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Example: Hadronic Tag Measurement:

‣ Fit in 2D to  and m2
miss |p*ℓ |

m2
miss

| p
* ℓ

|

|p*ℓ |

m2
missm2

ν ≈ 0 GeV2

Signal

Normalisation

Other Background

‣ Use  and  to reconstruct -lepton 


‣ Simultaneous analysis of  using 

τ → e ν̄e ντ τ → μ ν̄μ ντ τ

ℛ(D) & ℛ(D*)
B0 → D(*)−τν̄τ & B− → D(*)0τν̄τ
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Belle II Status 

ECMS = mΥ(4S)

Polarization and/or

Luminosity upgrade?

Belle II Germany Meeting, Sep. 14th, 2020:   Belle II Status

Available Data Set used for Results shown at ICHEP

�10

ICHEP2020 dataset: 34.6(3.2) fb-1 on-(off-)resonance 

Integrated luminosity

✓ Less DAQ errors and more prompt 
recovery from the errors by 
experts’ consistent effort

✓ Error analysis and monitor by 
ELK (Elasticsearch Logstash Kibana)

✓ More experienced shifters
✓ Controlled injection veto dead 

time (avg. 4.9%) as a result of 
injection background studies

6 fb–1 10 fb–1

74 fb–1

1.3 fb–1/day

Belle II data taking efficiency has been improved to 84%.

ICHEP2020 dataset
34.6(3.2) fb–1 on-(off-)resonance

Physics 
run
56.7%

Accelerator 
tuning

Accelerator 
trouble

Belle II trouble

Scheduled 
maintenance

Run time fraction of 
SuperKEKB operation in 2020

7

DEF

First dark sector publications based on phase 2 data:
- search for Z′ or LFV Z′ decaying to invisible 
- search for Axion Like Particle 
Demonstration of flavor physics capabilities 
- B0 lifetime
- B flavor tagger
- (semi-)leptonic B decays with FEI
- search for B→Kll, XSll 
- D0 lifetime, D, DS, Λc reconstruction 
Forthcoming flavor physics results (need more statistics)
- BR(B→Dln), Vub and Vcb

- BR and ACP of charmless B decays
- fL in B→fK*
- t-lepton mass

2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031

10 ab-1
5 ab-1

∫ ℒ dt

1 ab-1
QCS 

Upgrade

PXD & 
TOP 
PMT 

Upgrade

50 ab-1

20 ab-1

30 ab-1

40 ab-1

Belle II Germany Meeting, Sep. 14th, 2020:   Belle II Status

Entering new Territory in b*y and Lpeak

�4

KEK reclaims luminosity record
30 June 2020

A new record for the highest luminosity at a particle collider has been set by SuperKEKB at
the KEK laboratory in Tsukuba, Japan. On 15 June, electron–positron collisions at the 3 km-
circumference double-ring collider reached an instantaneous luminosity of 2.22×10  cm  s

— surpassing the LHC’s record of 2.14×10 cm s  set with proton–proton collisions in
2018. A few days later, SuperKEKB pushed the luminosity record to 2.4×10  cm s . This
milestone follows more than two years of commissioning of the new machine, which
delivers asymmetric electron–positron collisions to the Belle II detector at energies
corresponding to the Υ(4S) resonance (10.57 GeV) to produce copious amounts of B and D
mesons and τ leptons.

ACCELERATORS | NEWS

Record breaker The instantaneous luminosity of SuperKEKB measured at 5-minute intervals from late
2019 to 22 June 2020. Values are online measurements and contain an approximate 1% error. Credit:
KEK

34 -2 -

1 34 -2 -1

34 -2 -1

We can spare no words in thanking KEK for
their pioneering work in achieving results that
push forward both the accelerator frontier and
the related physics frontier
Pantaleo Raimondi
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Now we are here	
(End of Phase-3 2019b)
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Plot adapted from Y.Suetsugu
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Estimated Uncertainties on  and ℛ(D(*)) Pτ (D*)8 Leptonic and Semileptonic B Decays

Table 50: Expected precision for RD(⇤) and P⌧ (D⇤) at Belle II, given as the relative uncer-

tainty for RD(⇤) and absolute for P⌧ (D⇤). The values given are the statistical and systematic

errors respectively.

5 ab�1 50 ab�1

RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%

RD⇤ (±3.0 ± 2.5)% (±1.0 ± 2.0)%

P⌧ (D⇤) ±0.18 ± 0.08 ±0.06 ± 0.04

With the Belle II data set, NP scenarios can be precisely tested with q2 and other distri-

butions of kinematic observables. Figure 73 demonstrates the statistical precision of the q2

measurement with 50 ab�1 data based on a toy-MC study with the hadron tag based anal-

ysis. A quantitative estimation of the future sensitivity to a search for NP in B̄ ! D(⇤)⌧ ⌫̄

is shown in Fig. 74 [296]: it shows the regions of CX that are probed by the ratios (red)

and the q2 distributions (blue) at Belle II with 5 ab�1 (dashed lines) and 50 ab�1 (solid

lines) respectively, at 95% CL.One finds that the distributions are very sensitive to all NP

scenarios, including those with new scalar or tensors mediators. NP contributions that enter

in CX can be described as

CX ⇡ 1

2
p

2GF Vcb

gg0

M2
NP

, (147)

where g and g0 denote the couplings of new heavy particles to quarks and leptons respectively

(at the NP mass scale MNP). Assuming couplings of g, g0 ⇠ 1, one finds that the Belle II NP

mass scale reach, MNP ⇠ (2
p

2GF VcbCX)�1/2, is about 5–10 TeV/c2.

8.5.2. B ! ⇡⌧⌫. Authors: R. Watanabe (th.), F. Bernlochner (exp.)

It is natural to expect that any NP contributions in b ! c⌧⌫ may also show up in b ! u⌧⌫

processes. A limit on the branching fraction of B ! ⇡⌧⌫ has been determined by the Belle

collaboration, Ref. [297]. They observed no significant signal and obtained the 90% CL upper

limit as B(B ! ⇡⌧⌫) < 2.5 ⇥ 10�4. The measured branching fraction obtained was B(B !
⇡⌧⌫) = (1.52 ± 0.72 ± 0.13) ⇥ 10�4, where the first error (along with the central value) is

statistical and the second is systematic.

Evaluation of the form factors for the B ! ⇡ transition have been performed using QCD

predictions and experimental data. In the recent lattice studies of Refs. [143, 159], the

authors have computed the vector and tensor amplitudes for B ! ⇡. In their studies, the

form factors are parameterised in the model independent Bourelly-Caprini-Lellouch (BCL)

expansion approach [143, 159], defined as

f0(q
2) =

Nz�1X

n=0

b0
nzn , (148)

fj(q
2) =

1

1 � q2/M2
B⇤

Nz�1X

n=0

bj
n


zn � (�1)n�Nz

n

Nz
zNz

�
, (149)
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Fig. 70: Fit projections and data points with statistical uncertainties for the B ! D⌧⌫⌧

mode in the Belle hadronic tag analysis with ⌧� ! `�⌫̄`⌫⌧ [251]. The left, the centre and

the right panels show the distributions of M2
miss, O0

NB (M2
miss > 0.85 GeV2/c4) and EECL

(M2
miss > 2.0 GeV2/c4), respectively.

Table 49: Composition of the systematic uncertainty in each Belle analysis. Relative uncer-

tainties in percent are shown. The analysis method and the ⌧ decay mode are indicated in

the parentheses; their meaning is explained in the caption of Table 48.

Belle (Had, `�) Belle (Had, `�) Belle (SL, `�) Belle (Had, h�)

Source RD RD⇤ RD⇤ RD⇤

MC statistics 4.4% 3.6% 2.5% +4.0
�2.9%

B ! D⇤⇤`⌫` 4.4% 3.4% +1.0
�1.7% 2.3%

Hadronic B 0.1% 0.1% 1.1% +7.3
�6.5%

Other sources 3.4% 1.6% +1.8
�1.4% 5.0%

Total 7.1% 5.2% +3.4
�3.5%

+10.0
�9.0 %

determine the yields of B ! D⇤⇤`⌫`. In the BaBar analysis, the yield of B ! D⇤⇤`⌫` back-

ground is constrained with control samples in which an additional neutral pion is required

with respect to the nominal event selection. This approach assumed that the D⇤⇤ branch-

ing ratio is saturated by D⇤⇤ ! D(⇤)⇡ modes (i.e. single pion transitions), which is not

the case and may have caused some bias, although a corresponding systematic uncertainty

was applied. On the other hand, in the Belle analyses, the yield of B ! D⇤⇤`⌫` background,

where D⇤⇤ decays to a variety of allowed modes, is floated in the fit for the signal sample. For

precision measurements at Belle II, dedicated measurements of B ! D⇤⇤`⌫` and hadronic B

decays with a large data sample are essential. Other non-negligible systematic uncertainties

arise from the form factors of B ! D(⇤)`/⌧⌫ decays, background from B ! XcD(⇤), and

large cross-feed from B ! D⇤`/⌧⌫ to B ! D`/⌧⌫. Ultimately Belle II must also constrain

B ! D⇤⇤⌧⌫⌧ through dedicated measurements.

Theoretical interpretation: model independent. In the presence of NP, semitauonic

decays, B ! D(⇤)⌧⌫⌧ decays can be described by the most general e↵ective Lagrangian

of b ! c⌧ ⌫̄:

�Le↵ = 2
p

2GF Vcb

⇥
(1 + CV1

)OV1
+ CV2

OV2
+ CS1

OS1
+ CS2

OS2
+ CT OT

⇤
, (141)

170/688

Belle II Physics Book, Prog Theor Exp Phys (2019), [arXiv:1808.10567]

MC statistics Maybe can use ML to identify which decays

make it pass our hadronic tagging?

B → D**ℓν̄ℓ

Generate

NN decides

if retained

ReconstructMore data and dedicated measurements will 
help reducing this
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Estimated Uncertainties on  and ℛ(D(*)) Pτ (D*)

5 ab�1 50 ab�1

RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%

RD⇤ (±3.0 ± 2.5)% (±1.0 ± 2.0)%

P⌧ (D⇤) ±0.18 ± 0.08 ±0.06 ± 0.04

Fairly OptimisticNominal

Belle (Had, `�) Belle (Had, `�) Belle (SL, `�) Belle (Had, h�)

Source RD RD⇤ RD⇤ RD⇤

MC statistics 4.4% 3.6% 2.5% +4.0
�2.9%

B ! D⇤⇤`⌫` 4.4% 3.4% +1.0
�1.7% 2.3%

Hadronic B 0.1% 0.1% 1.1% +7.3
�6.5%

Other sources 3.4% 1.6% +1.8
�1.4% 5.0%

Total 7.1% 5.2% +3.4
�3.5%

+10.0
�9.0 %

Belle II Physics Book, Prog Theor Exp Phys (2019), [arXiv:1808.10567]

MC statistics Maybe can use ML to identify which decays

make it pass our hadronic tagging?

B → D**ℓν̄ℓ

Generate

NN decides

if retained

ReconstructMore data and dedicated measurements will 
help reducing this

5 ab-1

50 ab-1

1 ab-1

= increased tagging efficiency by 100%, 

+ reduce systematic floor to 1.5% (had FEI, had.  & Incl.)  & 1% (for others)τ

(My extrapolation folded with the above table and the luminosity profile)

Many thanks to Ana and Manuel!
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responding to the mass of the ⌥ (4S) resonance. The energies of the electron and positron
beams are 7GeV and 4GeV, respectively, resulting in a boost of �� = 0.28 of the CM frame
relative to the lab frame. The integrated luminosity of the data is 34.6 fb�1. In addition, a
smaller sample of 3.23 fb�1 o↵-resonance data was collected at a CM energy of 10.52 GeV.

The analysis utilises several samples of simulated events. These include a sample of
e+e� ! (⌥ (4S) ! BB̄) with generic B-meson decays, generated with EvtGen [5], and
corresponding to an integrated luminosity of 100 fb�1. A 100 fb�1 sample of continuum
e+e� ! qq̄ (q = u, d, s, c) is simulated with KKMC [6] interfaced with PYTHIA [7]. All
data samples were analyzed (and, for Monte Carlo (MC) events, generated and simulated)
in the basf2 [8] framework.

3. THE ALGORITHM

The Full Event Interpretation employs a hierarchical reconstruction of exclusive B meson
decay chains, in which each unique decay channel of a particle has its own designated
multivariate classifier. The algorithm utilises several stages of reconstruction, which are
shown in Fig. 1. The algorithm starts by selecting candidates for stable particles, which
include muons, electrons, pions, kaons, protons and photons, from tracks and EM clusters
in the event. Subsequently, the algorithm carries out several stages of reconstruction of
intermediate particles such as ⇡0, K0

S, J/ , D and D⇤ mesons and, in addition, ⌃, ⇤ and ⇤c

baryons. The addition of baryonic modes is a recent extension of the algorithm. Intermediate
particles are reconstructed in specific decay modes from a combination of stable and other
intermediate particle candidates. The final stage of the algorithm reconstructs the B+ and
B0 mesons in 36 (8) and 31 (8) hadronic (semileptonic) modes.

Tracks
Displaced

Vertices

Neutral

Clusters

⇡0

K
0
L

K
0
S

⇡+e
+ µ+

K
+ p

⌃+

�

D
⇤0

D
⇤+

D
⇤
s

B
0
B
+

D
0
D

+
Ds ⇤c

J/ ⇤

K
0
S

FIG. 1. The stages of reconstruction employed by Full Event Interpretation.

Each stage consists of pre-reconstruction and post-reconstruction steps. In the pre-
reconstruction step, candidates for particles are reconstructed, an inital pre-selection is ap-
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1. INTRODUCTION

The reconstruction of the second B-meson is an essential analysis technique at B-factories

to study missing energy decays, e.g. final states with a single or multiple neutrinos in the final

state or more exotic signatures involving dark matter. For Belle II a novel algorithm, the Full

Event Interpretation [1] or short FEI, was developed to reconstruct exclusive tag-candidates.

The algorithm relies machine learning to automatically identify plausible B-meson decay-

chains and can use hadronic and semileptonic tag-side decays to do so. An illustration of

the tag- and signal-side is shown in Figure 1.
2 FEI

�(4S)
Btag Bsig

��

µ
+

�µ

��

signal-sidetag-side

Fig. 1: Schematic overview of a �(4S) decay: (Left)
a common tag-side decay B�

tag ! D0(! K0
S(!

⇡�⇡+)⇡�⇡+)⇡� and (right) a typical signal-side-decay
B+

sig ! ⌧+(! µ+⌫µ⌫� )⌫� . The two sides are overlap
spatially in the detector, therefore the assignment of a
measured track to one of the sides is not known a priori.

[16]. It automatically constructs plausible Btag meson
decay-chains compatible with the observed tracks and
clusters, and calculates for each decay-chain the prob-
ability of it correctly describing the true process. “Ex-
clusive” refers to the reconstruction of a particle (here
the Btag) assuming an explicit decay-channel.

Consequently, exclusive tagging reconstructs the Btag

independently of the Bsig using either hadronic or
semileptonic B meson decay-channels. The decay-
chain of the Btag is explicitly reconstructed and there-
fore the assignment of tracks and clusters to the tag-side
and signal-side is known.

In the case of a measurement of an exclusive branch-
ing fraction like Bsig ! ⌧ ⌫� , the entire decay-chain of
the �(4S) is known. Consequently, all tracks and clus-
ters measured by the detector should be accounted for.
In particular, the requirement of no additional tracks,
besides the ones used for the reconstruction of the
�(4S), is an extremely powerful and efficient way to re-
move most reducible1 background. This requirement is
called the completeness-constraint throughout this
text.

In the case of a measurement of an inclusive branch-
ing fraction like Bsig ! Xu�⌫, all remaining tracks and
clusters besides the ones used for the lepton � and the
Btag meson are identified with the Xu system. Hence,
the branching fraction can be determined without ex-
plicitly assuming a decay-chain for the Xu system.

The performance of an exclusive tagging algorithm
depends on the tagging efficiency (that is the fraction
of �(4S) events which can be tagged), the tag-side-
efficiency (that is the fraction of �(4S) events with a
correct tag) and on the quality of the recovered infor-
mation, which determines the tag-side-purity (that is

1 Reducible background has distinct final state products
from the signal.

the fraction of the tagged �(4S) events with a correct
tag) of the tagged events.

The exclusive tag typically provides a pure sample
(i.e. purities up to 90% are possible), but it suffers from
a low tag-side-efficiency of a few percent, since only a
tiny fraction of the B decays can be explicitly recon-
structed due to the large amount of possible decay-
channels and their high-multiplicity, as well as the im-
perfect reconstruction efficiency of tracks and clusters.

Both the quality of the recovered information and
the systematic uncertainties depend on the decay-channel
of the Btag, therefore we distinguish further between
hadronic and semileptonic exclusive tagging.

Hadronic tagging considers only hadronic B decay-
chains for the tag-side [4, Section 7.4.1]. Hence, the
four-momentum of the Btag is well-known and the tagged
sample is very pure. A typical hadronic B decay has a
branching fraction of O(10�3). In consequence, hadronic
tagging suffers from a low tag-side-efficiency. It is only
possible for a tiny fraction of the recorded events, be-
cause the large combinatorics of high-multiplicity decay-
channels requires tight selection criteria.

Semileptonic tagging considers only semileptonic
B ! D�⌫ and B ! D⇤�⌫ decay-channels [4, Section
7.4.2]. Due to the presence of a high momentum lepton
these decay-channels can be easily identified and the
semileptonic tagging usually yields a higher tag-side-
efficiency compared to hadronic tagging. On the other
hand, the semileptonic tag suffers from missing kine-
matic information due to the neutrino in the final state
of the decay. Hence, the sample is not as pure as in the
hadronic case.

To conclude, the FEI provides a hadronic and semilep-
tonic tag for B± and B0 mesons. This enables the mea-
surement of exclusive decays with several neutrinos and
inclusive decays. In both cases the FEI provides an ex-
plicit tag-side decay-chain with an associated probabil-
ity.

2 Previous work

Previous experiments already developed and success-
fully employed tagging algorithms. In order to compare
the algorithms to one another, the maximum achiev-
able tag-side-efficiency is of particular interest, because
the tag-side-efficiency is directly related to the signal
selection efficiency of the measurement. On the other
hand the achievable tag-side-purity is only of limited
use, because the achievable final purity of the final se-
lection used for the measurement is dominated by the
completeness-constraint. Hence, most of the incorrect
tags can be easily discarded and the final purity de-
pends strongly on the considered signal decay-channel.

FIG. 1: A schematic overview of tag- and signal-side is shown: The ⌥ (4S) decays into a tag-side,
B�

tag ! D0(! KS(! ⇡+⇡�)⇡+⇡�)⇡�, and a signal-side B+
sig ! ⌧+(! µ+⌫µ⌫̄⌧ )⌫⌧ .

2

Low-level detector information

Detector “stable” particles

Detector “unstable” particles

~ 200 BDTs 
reconstruct 

entire decay cascade

T. Keck et al, Computing and Software for Big Science volume 3, Article number: 6 (2019) [arXiv:1807.08680]
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1.1. Analysis Strategy

In this note, first studies evaluating the hadronic tagging performance are summarised.

To this end events are reconstructed without any signal-side selection and the Btag kinematic

is studied. A sample enriched in correctly reconstructed candidates is obtained via cutting

on the FEI classifier, and the number of B-meson candidate events is obtained by fitting

the beam-constrained mass, mbc, defined as

mbc =

q
s/4 � |~p ⇤

Btag
|2 , (1)

with ~p ⇤
Btag

denoting the reconstructed three-momentum of the Btag candidate in the ⌥ (4S)
rest frame, and

p
s denotes the beam energy.

2. SELECTION

2.1. Overview

The FEI algorithms reconstructs hadronic tag candidates from over 100 explicit decay

channels, with more than 10000 distinct decay chains. The first objects are by the recon-

struction software are charged tracks, neutral clusters, and displaced vertices. In six distinct

stages, these objects are interpreted as final state particles (e±, µ±, K±, ⇡±, KL, �), com-

bined to firm intermediate particles (J/ , ⇡0, KS, D,D⇤
) and eventually combined to form

the Btag candidate. The procedure is summarised in Figure 2.

At each level, a probability in the form of a multivariate classifier is constructed. This

classifier is built from a set of input features (e.g. four-momentum, vertex information) and

was trained using simulated Phase II ⌥ (4S) ! BB̄ MC events. At the final stage, each

B-meson candidate has an associated signal probability built from the preceding features

and classifiers, which can be used to discriminate correctly identified Btag candidate events

from random combinations. In each event, the candidate with the highest probability is

kept.
4 FEI
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Fig. 2: Schematic overview of the FEI. The algorithm
operates on objects identified by the reconstruction
software of the Belle II detectors: charged tracks, neu-
tral clusters and displaced vertices. In six distinct
stages, these basics objects are interpreted as final state
particles (e+, µ+, K+, ⇡+, K0

L, �) combined to form in-
termediate particles (J/� , ⇡0, K0

S, D, D⇤) and finally
form the tag-side B mesons.

the detector (background) or even consists of a random
combination of hits from beam-background (also back-
ground).

All candidates available at the current stage are
combined to intermediate particle candidates in the
subsequent stages, until candidates for the desired B
mesons are created. Each intermediate particle has mul-
tiple possible decay-channels, which can be used to cre-
ate valid candidates. For instance, a B� candidate can
be created by combining a D0 and a ⇡� candidate, or
by combining a D0, a ⇡� and a ⇡0 candidate. The used
D0 candidate could be created from a K� and a ⇡+, or
from a K0

S and a ⇡0.
The FEI reconstructs more than 100 explicit decay-

channels, leading to more than O(10000) distinct decay-
chains.

3.2 Multivariate Classification

The FEI employs multivariate classifiers to estimate
the probability of each candidate to be correct. Hence,
each candidate created by the FEI (regardless at which
stage) has an associated signal probability �, which
can be used to discriminate correctly identified candi-
dates from background.

For each final state particle and for each decay-
channel of an intermediate particle, a multivariate clas-
sifier is trained which estimates the probability that
the candidate is correct. In order to use all available

information at each stage, a network of multivariate
classifiers is built, following the hierarchical structure.

For instance, the classifier built for the decay of
B� ! D0⇡� would use � of the D0 and ⇡� candidates,
to estimate the � of the B� candidate created by com-
bining the aforementioned D0 and ⇡� candidates.

Additional input features of the classifiers are the
kinematic and vertex fit information of the candidate
and its daughters. The multivariate classifiers used by
the FEI are trained on Monte Carlo (MC) simulated
events. The training is fully automatized and distributed
using a map-reduce approach.

As can be seen in Figure 2 the available information
flows from the data provided by the detector through
the intermediate candidates into the final B meson can-
didates, yielding a single number which can be used
to distinguish correctly from incorrectly identified Btag

mesons. This allows to tune the trade-off between tag-
side-efficiency and tag-side-purity of the algorithm by
requiring a minimal �. However, most exclusive mea-
surements by Belle, which used the previous FR algo-
rithm, chose a working point near the maximum tag-
side-efficiency as described in Section 2.

3.3 Combinatorics

It is not possible to consider all possible B meson candi-
dates created by all possible combinations. The amount
of possible combinations scales with the factorial in the
number of tracks and clusters. This problem is known as
combinatorics in high-energy physics. Furthermore,
it is not worthwhile to consider all possible B meson
candidates, because all of them (except for two in the
best-case scenario) are wrong.

The FEI uses two sets of so-called cuts. A cut is
a criterion a candidate has to fulfill to be considered
further. For instance one could demand that the beam-
constrained mass of the B meson candidate is near
the nominal mass 5.28 GeV of a B meson particle, or
that a µ+ candidate has a large µ likelihood calculated
from the measurements in the particle-identification
sub-detectors.

Directly after the creation of the candidate (either
from a track/cluster, or by combining other candidates),
but before the application of the multivariate classifier,
the FEI uses loose and fast pre-cuts to remove wrongly
identified candidates (background), without loosing sig-
nal. The main purpose of these cuts is to save comput-
ing time and to reduce the memory consumption. These
pre-cuts are applied separately for each decay-channel.

At first, a very loose fixed cut is applied on a quan-
tity which is fast to calculate e.g. the energy for pho-

FIG. 2: Schematic overview of the FEI algorithm.
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FIG. 2. (a) Comparison of the distribution of logPtag in early Belle II data to the shape expectation

from simulation. Here, logPtag is the logarithm of the tag-side B+
meson classifier output, Ptag.

Reference selection criteria of Ptag > 0.1 and Ptag > 0.5 are illustrated. (b) Fits to the beam-

constrained-mass, Mbc, distribution of reconstructed B+
(top) and B0

(bottom) tag-side B mesons

in data. A looser selection criteria of Ptag > 0.1 (left) and a tighter selection criteria of Ptag > 0.5
(right) are applied on the B meson classifier Ptag to select samples with di↵erent levels of purity.

plied and a best candidate selection is made on a discriminating variable. Subsequently, in
the post-reconstruction step, vertex fits are performed where applicable, pre-trained classi-
fiers are applied and a best-candidate selection is made on the classifier output. Classifiers
for stable particles utilise kinematic and particle identification information as features; mean-
while, intermediate and B classifiers utilise the kinematic information from all daughters,
daughter classifier outputs and information from vertex fits as features.

The algorithm requires a training procedure, in which all of the particle classifiers are
trained. For the calibration studies performed here, the training was performed on simulated
⌥ (4S) ! BB̄ events corresponding to an integrated luminosity of 100 fb�1. The training of
the algorithm utilises an equivalent reconstruction procedure to produce training datasets
for each particle decay channel classifier.

Subsequently, the tag-side B classifier, Ptag, can be used to select a pure sample of
correctly reconstructed tag-side B mesons. This is demonstrated in Fig. 2, which shows

fits to the beam constrained mass distribution, Mbc =
q
E2

beam � (pCM
tag )

2, for reconstructed

tag-side B0 and B+ mesons, for selections requiring Ptag to be greater than 0.1 and 0.5. The
contribution from correctly reconstructed tag-side B mesons is parametrised by a Crystal
Ball function [9]; backgrounds from e+e� ! qq̄ and incorrectly reconstructed B mesons
are modelled with an Argus function [10]. By applying a tighter selection on the classifier
output, a higher purity sample of tag-side B mesons can be selected with the sacrifice of a
lower tag-side e�ciency, which is proportional to the yield of correctly reconstructed tag-side
B mesons.
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FIG. 2. (a) Comparison of the distribution of logPtag in early Belle II data to the shape expectation

from simulation. Here, logPtag is the logarithm of the tag-side B+
meson classifier output, Ptag.

Reference selection criteria of Ptag > 0.1 and Ptag > 0.5 are illustrated. (b) Fits to the beam-

constrained-mass, Mbc, distribution of reconstructed B+
(top) and B0

(bottom) tag-side B mesons

in data. A looser selection criteria of Ptag > 0.1 (left) and a tighter selection criteria of Ptag > 0.5
(right) are applied on the B meson classifier Ptag to select samples with di↵erent levels of purity.

plied and a best candidate selection is made on a discriminating variable. Subsequently, in
the post-reconstruction step, vertex fits are performed where applicable, pre-trained classi-
fiers are applied and a best-candidate selection is made on the classifier output. Classifiers
for stable particles utilise kinematic and particle identification information as features; mean-
while, intermediate and B classifiers utilise the kinematic information from all daughters,
daughter classifier outputs and information from vertex fits as features.

The algorithm requires a training procedure, in which all of the particle classifiers are
trained. For the calibration studies performed here, the training was performed on simulated
⌥ (4S) ! BB̄ events corresponding to an integrated luminosity of 100 fb�1. The training of
the algorithm utilises an equivalent reconstruction procedure to produce training datasets
for each particle decay channel classifier.

Subsequently, the tag-side B classifier, Ptag, can be used to select a pure sample of
correctly reconstructed tag-side B mesons. This is demonstrated in Fig. 2, which shows

fits to the beam constrained mass distribution, Mbc =
q
E2

beam � (pCM
tag )

2, for reconstructed

tag-side B0 and B+ mesons, for selections requiring Ptag to be greater than 0.1 and 0.5. The
contribution from correctly reconstructed tag-side B mesons is parametrised by a Crystal
Ball function [9]; backgrounds from e+e� ! qq̄ and incorrectly reconstructed B mesons
are modelled with an Argus function [10]. By applying a tighter selection on the classifier
output, a higher purity sample of tag-side B mesons can be selected with the sacrifice of a
lower tag-side e�ciency, which is proportional to the yield of correctly reconstructed tag-side
B mesons.
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Hadronic tagging and B ! Xl⌫

Calibrating the FEI

Can calibrate the FEI by measuring a

signal-side.

One possibility B ! Xl⌫ given the

large branching fraction (⇠20%)
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tag

B�
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X
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D̄0

K+

⇡�

`� ⌫̄`

e+e�

✏cal = NSL
Data/N

SL
MC = 0.61± 0.02 B+e�

Further details on e↵orts in Nadia’s talk.
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Data

NSL
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William Sutcli↵e FEI F2F 06 Februrary 2020 10 / 12

| ⃗p ℓ |

FIG. 4. Fits to p⇤` in data for charged (top) and neutral (bottom) tag-side B mesons combined

either with electron (left) or muon (right) signal-side B ! X`⌫ decays.

across all channels. Fig. 5 shows the B+`� fit channels in the region where p⇤` > 2 GeV/c.
In this region, the contribution from B ! Xu`⌫ decays becomes evident due to the lower
kinematic endpoint of B ! Xc`⌫ decays. This allows one to better constrain the albeit
small contribution from B ! Xu`⌫ decays.

6. SOURCES OF SYSTEMATIC UNCERTAINTY

The calibration procedure is a↵ected by a number of sources of systematic uncertainty.
These can influence the determination of the MC expected yield (normalisation uncertain-
ties) or the shapes of pdfs in the fitting procedure (shape uncertainties).

We first discuss the estimation of systematic uncertainties for the MC expected yield,
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(a) (b)

FIG. 6. (a) Calibration factors for each of the di↵erent channels and di↵erent signal probability,

Ptag, selection choices. Good agreement is seen between the muon and electron channels for the

signal-side B ! X`⌫ decay. (b) ✏MC
tag ⇥ ✏cal against purity for Ptag > 0.001, 0.01 and 0.1 for B0

and

B+
mesons.

B+

Ptag > ✏ uncertainty [%]

0.001 0.65± 0.02 3.0

0.01 0.61± 0.02 3.1

0.1 0.64± 0.02 3.3

B0

Ptag > ✏ uncertainty [%]

0.001 0.83± 0.03 3.4

0.01 0.78± 0.03 3.5

0.1 0.72± 0.03 3.9

TABLE II. Final calibration factors averaged over lepton type. A weighted average taking into

account the uncertainties and correlated systematics is used.

The final calibration factors, ✏cal, in Table II can be applied in order to correct the tag-
side e�ciency in simulation, ✏MC

tag . In Fig. 6 the corrected tag-side e�ciency from simulation,
✏MC
tag ⇥ ✏cal, is shown against purity, for the Ptag thresholds of 0.001, 0.01 and 0.1. Here,
the tag-side e�ciency, ✏MC

tag , refers to ratio of the number of events containing a correctly
reconstructed tag-side B meson in the region Mbc > 5.27 GeV/c2 to the total number of
simulated ⌥ (4S) ! BB̄ events. Meanwhile the purity is the ratio of the number of events
containing a correctly reconstructed tag-side B meson in this region to the number of events
containing a reconstructed tag-side B meson.
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ϵcal =
NData

Xℓν̄ℓ

NMC
Xℓν̄ℓ

B+

Ptag > ✏ uncertainty [%]

0.001 0.65± 0.02 3.0

0.01 0.61± 0.02 3.1

0.1 0.64± 0.02 3.3

B0

Ptag > ✏ uncertainty [%]

0.001 0.83± 0.03 3.4

0.01 0.78± 0.03 3.5

0.1 0.72± 0.03 3.9
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Belle II Collaboration, BELLE2-CONF-PH-2020-005, [arXiv:2008.06096]
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Hadronic tagging and B ! Xl⌫

Calibrating the FEI

Another possibility is B ! D(⇤)l⌫
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FIG. 2. The post-fit m2
miss distribution is shown.

Source Relative uncertainty (%)

Tracking of ⇡s 10%

MC modeling 5%

FEI Calibration 3%

Tracking of K, ⇡, ` 3%

N
B

0 2%

f+0 1%

Charm branching fractions 1%

Lepton ID 1%

Total 12%

TABLE I. Summary of the relative systematic uncertainties for the branching fraction measure-

ment.
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6. RESULTS AND CONCLUSION

We present a first measurement of the B0 ! D⇤+`�⌫ l branching fraction using the Full
Event Interpretation algorithm and 34.6 fb�1 of Belle II data. We determine

B(B0 ! D⇤+`�⌫ l) =
�
4.51± 0.41stat ± 0.27syst ± 0.45⇡s

�
% , (5)

which is lower than, but in agreement with, the current world average. The largest systematic
uncertainty stems from the slow pion e�ciency, which will be improved in the future with
more precise auxiliary measurements. For future studies of B ! ⌧ ⌫̄⌧ and B ! D(⇤) ⌧ ⌫̄⌧
from Belle II, we have also looked at EECL, defined as the sum of unassigned neutral energy
in the calorimeter. The results of these studies are an important stepping stone for future
measurements involving these challenging signatures.
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Figure 4.8.: The di�erence in event topology for resonant and non-resonant interactions in
the center-of-mass reference frame. (left) Continuum event. (right) �(4S) event.
In the case of a continuum event, the momenta are distributed back-to-back,
whereas in the case of the �(4S) event the B mesons, created in the decay of
the �(4S), are almost at rest. The momenta of the B meson decay products
are isotropically distributed. The di�erence in these two event topologies can
be quantified with e.g. the Cleo Cones. Figure adapted from [29].

There are several concepts to quantify the di�erence in the event shape of continuum events
and �(4S) decays, which can be used for a topological discrimination of the two. They are
discussed in [3] and briefly summarized in the following. Each event consists of a set of N

particles with momenta pi, with i œ {1, 2, . . . , N}.

Thrust

The thrust T is defined as as

T =
qN

i=1 |T · pi|qN

i=1 |pi|
, (4.5)

with the thrust axis T, which is defined as the unit vector along which the projection of
all momenta is maximal. The thrust takes values between 1/2 and 1 with a continuum
event corresponding to T æ 1 and an �(4S) event corresponding to T æ 1/2.

cos ◊B

The angle between the momentum of the reconstructed B meson and the beam
axis is cos ◊B and 1 ≠ cos2

◊B distributed. This distribution originates from the spin
1 æ 0 0 decay of the �(4S). For continuum events, the distribution is flat, because
the B-candidate is created from random combinations of tracks.

Cleo Cones

The Cleo Cones are defined along the thrust axis with opening angles of � œ

[◊, ◊ + 10] deg. The value of Cleo Cone i is the total momentum flow of all particles
within given cone i. For continuum events the momentum flow is clustered in the
Cleo Cones with small opening angles.

Fox Wolfram Moments

The Fox Wolfram moments describe the phase-space distribution of energy and
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FIG. 3. Two versions of EECL are shown: (left) is the version applying detector region dependent

energy selection criteria, (right) shows the impact of using a BDT to identify neutral energy

depositions from beam background processes. It is based on shower shape variables and the detector

region of the reconstructed neutral cluster.

are denoted as EECL. For correctly reconstructed Bsig candidates, no unassigned neutral
energy clusters are expected in the rest of the event (ROE) after the ⌥ (4S) reconstruction
and thus ideally EECL ⇠ 0. Figure 3 left shows EECL, where only neutral cluster with en-
ergy greater than 60, 30, and 90 MeV in the forward, barrel and end-cap regions of the
calorimeter, respectively, are considered. The resulting distribution for signal events has a
tail towards larger values due to unassigned KL and beam background photons.

To suppress contributions from beam background photons, a boosted decision tree (BDT)
(using the implementation of Ref. [11]) is trained using 6 variables related to the shape of
the electromagnetic shower in the ECL These include the ratio of the energy of the central
crystal in a cluster to the summed energy of the 9x9 surrounding crystals, the lateral energy
distribution of a given cluster, the second moment of the cluster’s energy distribution, the
polar and azimuthal angle of each cluster in the ECL, and the output of a multivariate
trained on eleven Zernike moments of the cluster shower [12]. The classifier is trained using
recorded events in a control sample, where e+e� ! µ+µ� with the requirement that the
two muons are back to back. The clusters in the control sample result mainly from beam
background photons and thus are ideal for training the classifier.

The classifier is then applied to the clusters of the EECL distribution from B0 ! D⇤+`�⌫ l

signal events to evaluate their likeness to beam background photons. A loose cut is applied
to exclude clusters that are most likely from beam backgrounds and the resulting EECL is
shown in Figure 3. Both EECL distributions, before and after applying BDT selection, show
good agreement within the available event counts. EECL is a key experimental observable
to measure semileptonic or leptonic B meson decays involving ⌧ leptons.
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the electromagnetic shower in the ECL These include the ratio of the energy of the central
crystal in a cluster to the summed energy of the 9x9 surrounding crystals, the lateral energy
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polar and azimuthal angle of each cluster in the ECL, and the output of a multivariate
trained on eleven Zernike moments of the cluster shower [12]. The classifier is trained using
recorded events in a control sample, where e+e� ! µ+µ� with the requirement that the
two muons are back to back. The clusters in the control sample result mainly from beam
background photons and thus are ideal for training the classifier.
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signal events to evaluate their likeness to beam background photons. A loose cut is applied
to exclude clusters that are most likely from beam backgrounds and the resulting EECL is
shown in Figure 3. Both EECL distributions, before and after applying BDT selection, show
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Is it really  ?3σ
the road from ratios to properties

well, depends what you want to conclude!
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‣ Let’s say you want to use the measured 
ratios to learn something about the 
anomaly and your favourite model that 
could explain it!
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Let me explain what I mean:

‣ As it turns out, not that easy — the 
measured points themselves are 
extracted assuming the SM. 
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bins with equidistant bin widths for |p∗
ℓ | ∈ (0.2, 2.2)GeV

and m2
miss ∈ (− 2, 10)GeV2. The fits determine either

R(D(∗)), or the real and imaginary parts of Wilson coeffi-
cients. The preferred SM coupling is determined simultane-
ously, in order to remove explicit dependence on |Vcb|.

We construct an Asimov data set [26] assuming the frac-
tions and total number of events in Table 2, following from
the number of events in Ref. [1,24]. In the scans, the total
number of events corresponds to an approximate integrated
luminosity of 5 ab− 1 of Belle II collisions. We assume events
are reconstructed in two categories targeting B → D τ ν̄ and
B → D∗τ ν̄. A fit for the real and imaginary parts of a sin-
gle Wilson coefficient plus the (real) SM coupling thus has
2 × 12 × 12 − 3 = 285 degrees of freedom.

A sizable downfeed background from D∗ mesons misre-
constructed as a D is expected in the B → D τ ν̄ channel via
both the B → D∗ τ ν̄ and B → D∗ ℓν̄ decays. This is taken
into account by partitioning the simulated B → D∗τν and
B → D∗ℓν events into two samples: One with the correct
m2

miss = (pB − pD∗ − pℓ)
2 and the other with the misrecon-

structedm2
miss = (pB− pD− pℓ)

2, which omits the slow pion.
This downfeed reduces the sensitivity for the case that NP
couplings induce opposite effects on the B → Dτ ν̄ versus
B → D∗τ ν̄ total rates or shapes. In addition to semileptonic
processes, we assume the presence of an irreducible back-
ground from secondaries (i.e., leptons from semileptonic D
meson decays), fake leptons (i.e., hadrons that were misiden-
tified as leptons) and semileptonic decays from higher charm
resonances (i.e., D∗∗ states). The irreducible background is
modeled in a simplified manner by assuming 10 background
events in each of the 12×12 bins, totaling overall 1440 events
per category.

Figure 1 shows the impact on the fit variables of three
benchmark models that we use to investigate the effects of
new physics:

i) The R2 leptoquark model, which sets SqLlL ≃ 8 TqLlL
(including RGE; see, e.g., Refs. [27,28]);

ii) A pure tensor model, via TqLlL ;
iii) A right-handed vector model, via VqRlL .

For the ratio plots in Fig. 1, we fix the NP Wilson coeffi-
cients to specific values to illustrate the shape changes they
induce in |p∗

ℓ | and m2
miss. The R2 leptoquark model and ten-

sor model exhibit sizable shape changes. The right-handed
vector model shows only an overall normalization change for
B → D τ ν̄, with no change in shape compared to the SM,
because the axial-vector B → D hadronic matrix element
vanishes by parity and angular momentum conservation. For
B → D∗, both vector and axial vector matrix elements are
nonzero, so that introducing a right-handed vector current
leads to shape and normalization changes.

Fig. 1 The ratios of differential distributions with respect to the SM,
as functions of |p∗

ℓ | and m2
miss, for various Wilson coefficient working

points. For more details see text

Fig. 2 The B → D τ ν̄ (top) and B → D∗τ ν̄ (bottom) distributions in
|p∗

ℓ | and m2
miss in the Asimov data set. The number of events correspond

to an estimated number of reconstructed events at Belle II with 5 ab− 1

Figure 2 shows the projections of the constructed Asimov
data set, as well as the distributions expected for the three NP
models. The latter have the same couplings as those shown
in Fig. 1.
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R(D(∗)), or the real and imaginary parts of Wilson coeffi-
cients. The preferred SM coupling is determined simultane-
ously, in order to remove explicit dependence on |Vcb|.

We construct an Asimov data set [26] assuming the frac-
tions and total number of events in Table 2, following from
the number of events in Ref. [1,24]. In the scans, the total
number of events corresponds to an approximate integrated
luminosity of 5 ab− 1 of Belle II collisions. We assume events
are reconstructed in two categories targeting B → D τ ν̄ and
B → D∗τ ν̄. A fit for the real and imaginary parts of a sin-
gle Wilson coefficient plus the (real) SM coupling thus has
2 × 12 × 12 − 3 = 285 degrees of freedom.

A sizable downfeed background from D∗ mesons misre-
constructed as a D is expected in the B → D τ ν̄ channel via
both the B → D∗ τ ν̄ and B → D∗ ℓν̄ decays. This is taken
into account by partitioning the simulated B → D∗τν and
B → D∗ℓν events into two samples: One with the correct
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The Little Shop of Horrors: 
Step #1: Inject New Physics 

Step #2: Extract  with SM templates 

Step #3: Make an interpretation of that value 
to determine the New Physics coupling  

How well will it match? 

All of course inside the world of our toy example

ℛ(D/D*)

Disclaimer 
These scenarios were not picked to impress 
anybody; they are just an illustration of what 

can happen and why we need to move on from 
pure rate measurements.



# 43

Beware of the Bias
  883 Page 6 of 18 Eur. Phys. J. C           (2020) 80:883 

Fig. 3 Top: Illustrations of biases from fitting an SM template to three
NP ‘truth’ benchmark models: the 2HDM type II with SqRlL = −2
(left), SqRlL = 0.75i (middle), and the R2 leptoquark model with
SqLlL = 8 TqLlL = 0.25+0.25i (right). The orange dot corresponds to
the predicted ‘true value’ of R(D(∗)) for the NP model, to be compared
to the recovered 68%, 95% and 99% CLs of the SM fit to the NP Asi-

mov data sets (with uncertainties estimated to correspond to ∼ 5 ab−1)
in shades of red. Bottom: The best fit regions for the 2HDM and R2
model Wilson coefficients obtained from fitting R(D(∗)) NP predic-
tions to the recovered R(D(∗)) CLs for each NP model. The shades
of red denote CLs as in the top row. The best fit (true value) Wilson
coefficients are shown by black (orange) dots

For two NP models, the recovered ratios from fitting the Asi-
mov data set exclude the truth R(D(∗))th values at ! 4σ ,
and the other at 3σ . The recovered ratios show deviations
from the SM comparable in size (but in some cases a dif-
ferent direction) to the current world average R(D(∗)), and
much smaller than the deviations expected from the truth
R(D(∗))th values. This illustrates the sizable bias in the mea-
sured R(D(∗)) values that may be presumed to ensue from
carrying out fits with an SM template, if NP actually con-
tributes to the measurements. We emphasize that the degree
to which a particular NP model is actually affected by this
type of bias – including the size and direction of the bias –
may be sensitive to the details of the experimental framework
and is therefore a question that can only be answered within
each experimental analysis.

We also show in Fig. 3 the equivalent bias arising from
a naïve fit of the R(D(∗)) NP prediction that attempts to
recover the complex Wilson coefficient. This is done by
parametrizing R(D(∗))th = R(D(∗))[cXY ], and fitting this
expression to the recovered R(D(∗))rec values. Explicitly,
one calculates CLs in the Wilson coefficient space via the
two degree of freedom chi-square χ2 = vT σ−1

R(D(∗))v, with

v =
(
R(D)th − R(D)rec , R(D∗)th − R(D∗)rec

)
. The result-

ing best fit Wilson coefficient regions similarly exclude the
truth values.

Thus, the allowed or excluded regions of NP cou-
plings determined from fits to the R(D(∗)) measurements
must be treated with caution, as these fits do not include
effects of the NP distributions in the MC templates. Sim-
ilarly, results of global fits should be interpreted carefully
when assessing the level of compatibility with specific NP
scenarios.

2.4 New physics Wilson coefficient fits

Instead of considering observables like R(D(∗)), for phe-
nomenological studies to be able to properly make inter-
pretations and test NP models, experiments should provide
direct constraints on NP Wilson coefficients themselves. For
example, this could be done with simplified likelihood ratios
that profile out all irrelevant nuisance parameters from, e.g.,
systematic uncertainties or information from sidebands or
control channels, or by other means.
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Table 1 The b → cℓν operator basis and coupling conventions. Also shown are the identifying Wilson coefficient labels used in Hammer. The
normalization of the operators is as in Eq. (2)

Current Label Wilson Coefficient, cXY Operator

SM SM 1
[
c̄γ µPLb

][
ℓ̄γµPLν

]

Vector V_qLlL VqLlL
[
c̄γ µPLb

][
ℓ̄γµPLν

]

V_qRlL VqRlL
[
c̄γ µPRb

][
ℓ̄γµPLν

]

V_qLlR VqLlR
[
c̄γ µPLb

][
ℓ̄γµPRν

]

V_qRlR VqRlR
[
c̄γ µPRb

][
ℓ̄γµPRν

]

Scalar S_qLlL SqLlL
[
c̄PLb

][
ℓ̄PLν

]

S_qRlL SqRlL
[
c̄PRb

][
ℓ̄PLν

]

S_qLlR SqLlR
[
c̄PLb

][
ℓ̄PRν

]

S_qRlR SqRlR
[
c̄PRb

][
ℓ̄PRν

]

Tensor T_qLlL TqLlL
[
c̄σµν PLb

][
ℓ̄σµν PLν

]

T_qRlR TqRlR
[
c̄σµν PRb

][
ℓ̄σµν PRν

]

Table 2 The Asimov data set
components. The fractions were
motivated by Refs. [1,24]

B → Dτ ν̄ Category Fractions Events / ab−1

B → Dτ ν̄ 5.6% 800

B → D∗τ ν̄ 2.3% 325

B → Dℓν̄ 49.4% 7000

B → D∗ℓν̄ 40.6% 5750

Irreducible background 2.0% 288

B → D∗τ ν̄ Category Fractions Events / ab−1

B → D∗τ ν̄ 5.4% 950

B → D∗ℓν̄ 93.0% 16500

Irreducible background 1.6% 288

2.3 R(D(∗)) biases from new physics truth

Many NP analyses and global fits to the R(D(∗)) measure-
ments – together with other potentially template-sensitive
observables, including q2 spectra – have been carried out by a
range of phenomenological studies (see, e.g., Refs. [27–39]).
As mentioned above, the standard practice has been to fit NP
predictions to the world-average values of R(D(∗)) (and other
data) to determine confidence levels for allowed and excluded
NP couplings. However, because the R(D(∗)) measurements
use SM-based templates, and because the presence of NP
operators can strongly alter acceptances and kinematic dis-
tributions, such analyses can lead to incorrect best-fit values
or exclusions of NP Wilson coefficients.

To illustrate such a bias, we fit SM MC templates to
NP Asimov data sets, that are generated with Hammer for
three different NP ‘truth’ benchmark points: the 2HDM
Type II with SqRlL = −2, corresponding to tan β/mH+ ≃
0.5 GeV−1; the same with SqRlL = 0.75i ; and the R2 lepto-
quark model with SqLlL = 8 TqLlL = 0.25 + 0.25 i . (These
models and couplings are for illustration; our goal here is
only to demonstrate the type of biases that may plausibly

be presumed to occur.) We replicate the fit of all existing
measurements, allowing the normalizations of the D and D∗

modes (and the light leptonic final states) to float indepen-
dently, without imposing e.g. their predicted SM relationship.
This fit leads to a best-fit ellipse in the R(D)– R(D∗) plane.

In Fig. 3 we show the recovered values, R(D(∗))rec,
obtained from this procedure, and compare them to the
actual predictions of the given NP truth benchmark point,
R(D(∗))th. For ease of comparison, we normalize the
R(D(∗)) values against the SM predictions for R(D(∗))SM.
The resulting recovered best fit ratios, defining R̂(D(∗)) =
R(D(∗))/R(D(∗))SM

2HDM (−2) : R̂(D)rec = 1.35(7) , R̂(D)th = 1.66

R̂(D∗)rec = 0.96(2) , R̂(D∗)th = 0.92

2HDM (0.75i) : R̂(D)rec = 1.24(7) , R̂(D)th = 1.48

R̂(D∗)rec = 1.01(2) , R̂(D∗)th = 1.02

R2 : R̂(D)rec = 1.24(7) , R̂(D)th = 1.48

R̂(D∗)rec = 0.92(2) , R̂(D∗)th = 0.85 .
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Take home message: the actual true value of the NP coupling could be ruled out by your interpretation of ℛ(D/D*)

FB, S. Duell, Z. Ligeti, M. Papucci, D. Robinson 
Eur. Phys. J. C (2020) 80: 883 [arXiv:2002:00020]
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Going Wilson

Let’s start with some 
good news: 

Whenever your measurement is 

prone to a bias it likely has sensitivity to 


constrain it too 

(otherwise you would likely not be sensitive to it!)
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bins with equidistant bin widths for |p∗
ℓ | ∈ (0.2, 2.2)GeV

and m2
miss ∈ (− 2, 10)GeV2. The fits determine either

R(D(∗)), or the real and imaginary parts of Wilson coeffi-
cients. The preferred SM coupling is determined simultane-
ously, in order to remove explicit dependence on |Vcb|.

We construct an Asimov data set [26] assuming the frac-
tions and total number of events in Table 2, following from
the number of events in Ref. [1,24]. In the scans, the total
number of events corresponds to an approximate integrated
luminosity of 5 ab− 1 of Belle II collisions. We assume events
are reconstructed in two categories targeting B → D τ ν̄ and
B → D∗τ ν̄. A fit for the real and imaginary parts of a sin-
gle Wilson coefficient plus the (real) SM coupling thus has
2 × 12 × 12 − 3 = 285 degrees of freedom.

A sizable downfeed background from D∗ mesons misre-
constructed as a D is expected in the B → D τ ν̄ channel via
both the B → D∗ τ ν̄ and B → D∗ ℓν̄ decays. This is taken
into account by partitioning the simulated B → D∗τν and
B → D∗ℓν events into two samples: One with the correct
m2

miss = (pB − pD∗ − pℓ)
2 and the other with the misrecon-

structedm2
miss = (pB− pD− pℓ)

2, which omits the slow pion.
This downfeed reduces the sensitivity for the case that NP
couplings induce opposite effects on the B → Dτ ν̄ versus
B → D∗τ ν̄ total rates or shapes. In addition to semileptonic
processes, we assume the presence of an irreducible back-
ground from secondaries (i.e., leptons from semileptonic D
meson decays), fake leptons (i.e., hadrons that were misiden-
tified as leptons) and semileptonic decays from higher charm
resonances (i.e., D∗∗ states). The irreducible background is
modeled in a simplified manner by assuming 10 background
events in each of the 12×12 bins, totaling overall 1440 events
per category.

Figure 1 shows the impact on the fit variables of three
benchmark models that we use to investigate the effects of
new physics:

i) The R2 leptoquark model, which sets SqLlL ≃ 8 TqLlL
(including RGE; see, e.g., Refs. [27,28]);

ii) A pure tensor model, via TqLlL ;
iii) A right-handed vector model, via VqRlL .

For the ratio plots in Fig. 1, we fix the NP Wilson coeffi-
cients to specific values to illustrate the shape changes they
induce in |p∗

ℓ | and m2
miss. The R2 leptoquark model and ten-

sor model exhibit sizable shape changes. The right-handed
vector model shows only an overall normalization change for
B → D τ ν̄, with no change in shape compared to the SM,
because the axial-vector B → D hadronic matrix element
vanishes by parity and angular momentum conservation. For
B → D∗, both vector and axial vector matrix elements are
nonzero, so that introducing a right-handed vector current
leads to shape and normalization changes.

Fig. 1 The ratios of differential distributions with respect to the SM,
as functions of |p∗

ℓ | and m2
miss, for various Wilson coefficient working

points. For more details see text

Fig. 2 The B → D τ ν̄ (top) and B → D∗τ ν̄ (bottom) distributions in
|p∗

ℓ | and m2
miss in the Asimov data set. The number of events correspond

to an estimated number of reconstructed events at Belle II with 5 ab− 1

Figure 2 shows the projections of the constructed Asimov
data set, as well as the distributions expected for the three NP
models. The latter have the same couplings as those shown
in Fig. 1.
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We can use the 

the shape and 


complementary information in

 and  

(and other channels!)

to disentangle the type


and strength of new physics 

B → Dτν̄τ B → D*τν̄τ
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As an example, we now use Hammer to perform such a fit
for the real and imaginary parts of the NP Wilson coefficients,
using the set of three NP models in Sect. 2.2 as templates.
These are fit to the same two truth benchmark scenarios as in
Fig. 4: a truth SM Asimov data set; and a truth Asimov data
set reweighted to the 2HDM Type II with S qRlL = −2.

Figure 4 shows in shades of red the 68%, 95% and 99%
confidence levels (CLs) of the three NP model scans of SM
Asimov data sets. For the SM truth benchmark, the corre-
sponding best fit points are always at zero NP couplings. The
derived CLs then correspond to the expected median exclu-
sion of the fitted NP coupling under the assumption the SM
is true.

We further show in shades of yellow the same fit CLs for
the 2HDM truth benchmark Asimov data set. These latter fits
illustrate a scenario in which NP is present, but is analyzed
with an incomplete or incorrect set of NP Wilson coefficients.
Depending on the set of coefficients, we see from the ∆χ2 of
the best fit points that the new physics might be obfuscated or
wrongly identified. This underlines the importance for LHCb
and Belle II to eventually carry out an analysis in the full
multi-dimensional space of Wilson coefficients, spanned by
the operators listed in Table 1.

3 The Hammer library

In this section we present core interface features and cal-
culational strategies of the Hammer library. Details of the
code structure, implementation, and use, can be found in the
Hammer manual [40]; here we provide only an overview.

3.1 Reweighting

We consider an MC event sample, comprising a set of events
indexed by I , with weights wI and truth-level kinematics
{q}I . Reweighting this sample from an ‘old’ to a ‘new’ the-
ory requires the truth-level computation of the ratio of the
differential rates

rI =
dΓ new

I /dPS
dΓ old

I /dPS
, (3)

applied event-by-event via the mapping wI "→ rIwI . The
‘old’ or ‘input’ or ‘denominator’ theory is typically the SM
plus (where relevant) a hadronic model — that is, a form
factor (FF) parametrization. (It may also be composed of
pure phase space (PS) elements, see App. A.2.) The ‘new’ or
‘output’ or ‘numerator’ theory may involve NP beyond the
Standard Model, or a different hadronic model, or both.

Historically, the primary focus of the library is reweight-
ing of b → cℓν semileptonic processes, often in multistep
cascades such as B → D(∗,∗∗)(→ DY ) τ (→ Xν)ν̄. How-

Fig. 4 The 68%, 95% and 99% CL allowed regions of the three models
under consideration, from fitting the SM (red) and 2HDM type II (yellow
and with S qRlL = −2) Asimov data sets. (Top) R2 leptoquark model
with S qLlL = 8TqLlL ; (middle) NP in the form of a left-handed tensor
coupling; (bottom) NP in the form of a right-handed vector coupling

ever, the library’s computational structure is designed to be
generalized beyond these processes, and we therefore frame
the following discussion in general terms, before returning
to the specific case of semileptonic decays.
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FB, S. Duell, Z. Ligeti, M. Papucci, D. Robinson 
Eur. Phys. J. C (2020) 80: 883 [arXiv:2002:00020]
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As an example, we now use Hammer to perform such a fit
for the real and imaginary parts of the NP Wilson coefficients,
using the set of three NP models in Sect. 2.2 as templates.
These are fit to the same two truth benchmark scenarios as in
Fig. 4: a truth SM Asimov data set; and a truth Asimov data
set reweighted to the 2HDM Type II with S qRlL = −2.

Figure 4 shows in shades of red the 68%, 95% and 99%
confidence levels (CLs) of the three NP model scans of SM
Asimov data sets. For the SM truth benchmark, the corre-
sponding best fit points are always at zero NP couplings. The
derived CLs then correspond to the expected median exclu-
sion of the fitted NP coupling under the assumption the SM
is true.

We further show in shades of yellow the same fit CLs for
the 2HDM truth benchmark Asimov data set. These latter fits
illustrate a scenario in which NP is present, but is analyzed
with an incomplete or incorrect set of NP Wilson coefficients.
Depending on the set of coefficients, we see from the ∆χ2 of
the best fit points that the new physics might be obfuscated or
wrongly identified. This underlines the importance for LHCb
and Belle II to eventually carry out an analysis in the full
multi-dimensional space of Wilson coefficients, spanned by
the operators listed in Table 1.

3 The Hammer library

In this section we present core interface features and cal-
culational strategies of the Hammer library. Details of the
code structure, implementation, and use, can be found in the
Hammer manual [40]; here we provide only an overview.

3.1 Reweighting

We consider an MC event sample, comprising a set of events
indexed by I , with weights wI and truth-level kinematics
{q}I . Reweighting this sample from an ‘old’ to a ‘new’ the-
ory requires the truth-level computation of the ratio of the
differential rates

rI =
dΓ new

I /dPS
dΓ old

I /dPS
, (3)

applied event-by-event via the mapping wI "→ rIwI . The
‘old’ or ‘input’ or ‘denominator’ theory is typically the SM
plus (where relevant) a hadronic model — that is, a form
factor (FF) parametrization. (It may also be composed of
pure phase space (PS) elements, see App. A.2.) The ‘new’ or
‘output’ or ‘numerator’ theory may involve NP beyond the
Standard Model, or a different hadronic model, or both.

Historically, the primary focus of the library is reweight-
ing of b → cℓν semileptonic processes, often in multistep
cascades such as B → D(∗,∗∗)(→ DY ) τ (→ Xν)ν̄. How-

Fig. 4 The 68%, 95% and 99% CL allowed regions of the three models
under consideration, from fitting the SM (red) and 2HDM type II (yellow
and with S qRlL = −2) Asimov data sets. (Top) R2 leptoquark model
with S qLlL = 8TqLlL ; (middle) NP in the form of a left-handed tensor
coupling; (bottom) NP in the form of a right-handed vector coupling

ever, the library’s computational structure is designed to be
generalized beyond these processes, and we therefore frame
the following discussion in general terms, before returning
to the specific case of semileptonic decays.
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As an example, we now use Hammer to perform such a fit
for the real and imaginary parts of the NP Wilson coefficients,
using the set of three NP models in Sect. 2.2 as templates.
These are fit to the same two truth benchmark scenarios as in
Fig. 4: a truth SM Asimov data set; and a truth Asimov data
set reweighted to the 2HDM Type II with S qRlL = −2.

Figure 4 shows in shades of red the 68%, 95% and 99%
confidence levels (CLs) of the three NP model scans of SM
Asimov data sets. For the SM truth benchmark, the corre-
sponding best fit points are always at zero NP couplings. The
derived CLs then correspond to the expected median exclu-
sion of the fitted NP coupling under the assumption the SM
is true.

We further show in shades of yellow the same fit CLs for
the 2HDM truth benchmark Asimov data set. These latter fits
illustrate a scenario in which NP is present, but is analyzed
with an incomplete or incorrect set of NP Wilson coefficients.
Depending on the set of coefficients, we see from the ∆χ2 of
the best fit points that the new physics might be obfuscated or
wrongly identified. This underlines the importance for LHCb
and Belle II to eventually carry out an analysis in the full
multi-dimensional space of Wilson coefficients, spanned by
the operators listed in Table 1.

3 The Hammer library

In this section we present core interface features and cal-
culational strategies of the Hammer library. Details of the
code structure, implementation, and use, can be found in the
Hammer manual [40]; here we provide only an overview.

3.1 Reweighting

We consider an MC event sample, comprising a set of events
indexed by I , with weights wI and truth-level kinematics
{q}I . Reweighting this sample from an ‘old’ to a ‘new’ the-
ory requires the truth-level computation of the ratio of the
differential rates

rI =
dΓ new

I /dPS
dΓ old

I /dPS
, (3)

applied event-by-event via the mapping wI "→ rIwI . The
‘old’ or ‘input’ or ‘denominator’ theory is typically the SM
plus (where relevant) a hadronic model — that is, a form
factor (FF) parametrization. (It may also be composed of
pure phase space (PS) elements, see App. A.2.) The ‘new’ or
‘output’ or ‘numerator’ theory may involve NP beyond the
Standard Model, or a different hadronic model, or both.

Historically, the primary focus of the library is reweight-
ing of b → cℓν semileptonic processes, often in multistep
cascades such as B → D(∗,∗∗)(→ DY ) τ (→ Xν)ν̄. How-

Fig. 4 The 68%, 95% and 99% CL allowed regions of the three models
under consideration, from fitting the SM (red) and 2HDM type II (yellow
and with S qRlL = −2) Asimov data sets. (Top) R2 leptoquark model
with S qLlL = 8TqLlL ; (middle) NP in the form of a left-handed tensor
coupling; (bottom) NP in the form of a right-handed vector coupling

ever, the library’s computational structure is designed to be
generalized beyond these processes, and we therefore frame
the following discussion in general terms, before returning
to the specific case of semileptonic decays.

123

FB, S. Duell, Z. Ligeti, M. Papucci, D. Robinson 
Eur. Phys. J. C (2020) 80: 883 [arXiv:2002:00020]



# 48

Going Wilson

Model X

Model Y

Preferred region

Preferred region

Model builders can make direct interpretations of the bounds

w/o introducing any biases 

—> Can finally do consistent  and  fits


—> Also can readily combine , , ,  information 


b → sℓℓ b → cτν̄τ

B → D(*)τν̄τ Bs → D(*)
s τν̄τ Λb → Λcτν̄τ Bc → J/Ψτν̄τ
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We come in peace — let’s join our efforts

—> Also can readily combine , , ,  information 


Can we fit all 20 couplings together?  

B → D(*)τν̄τ Bs → D(*)
s τν̄τ Λb → Λcτν̄τ Bc → J/Ψτν̄τ

Belle
+ =
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As an example, we now use Hammer to perform such a fit
for the real and imaginary parts of the NP Wilson coefficients,
using the set of three NP models in Sect. 2.2 as templates.
These are fit to the same two truth benchmark scenarios as in
Fig. 4: a truth SM Asimov data set; and a truth Asimov data
set reweighted to the 2HDM Type II with S qRlL = −2.

Figure 4 shows in shades of red the 68%, 95% and 99%
confidence levels (CLs) of the three NP model scans of SM
Asimov data sets. For the SM truth benchmark, the corre-
sponding best fit points are always at zero NP couplings. The
derived CLs then correspond to the expected median exclu-
sion of the fitted NP coupling under the assumption the SM
is true.

We further show in shades of yellow the same fit CLs for
the 2HDM truth benchmark Asimov data set. These latter fits
illustrate a scenario in which NP is present, but is analyzed
with an incomplete or incorrect set of NP Wilson coefficients.
Depending on the set of coefficients, we see from the ∆χ2 of
the best fit points that the new physics might be obfuscated or
wrongly identified. This underlines the importance for LHCb
and Belle II to eventually carry out an analysis in the full
multi-dimensional space of Wilson coefficients, spanned by
the operators listed in Table 1.

3 The Hammer library

In this section we present core interface features and cal-
culational strategies of the Hammer library. Details of the
code structure, implementation, and use, can be found in the
Hammer manual [40]; here we provide only an overview.

3.1 Reweighting

We consider an MC event sample, comprising a set of events
indexed by I , with weights wI and truth-level kinematics
{q}I . Reweighting this sample from an ‘old’ to a ‘new’ the-
ory requires the truth-level computation of the ratio of the
differential rates

rI =
dΓ new

I /dPS
dΓ old

I /dPS
, (3)

applied event-by-event via the mapping wI "→ rIwI . The
‘old’ or ‘input’ or ‘denominator’ theory is typically the SM
plus (where relevant) a hadronic model — that is, a form
factor (FF) parametrization. (It may also be composed of
pure phase space (PS) elements, see App. A.2.) The ‘new’ or
‘output’ or ‘numerator’ theory may involve NP beyond the
Standard Model, or a different hadronic model, or both.

Historically, the primary focus of the library is reweight-
ing of b → cℓν semileptonic processes, often in multistep
cascades such as B → D(∗,∗∗)(→ DY ) τ (→ Xν)ν̄. How-

Fig. 4 The 68%, 95% and 99% CL allowed regions of the three models
under consideration, from fitting the SM (red) and 2HDM type II (yellow
and with S qRlL = −2) Asimov data sets. (Top) R2 leptoquark model
with S qLlL = 8TqLlL ; (middle) NP in the form of a left-handed tensor
coupling; (bottom) NP in the form of a right-handed vector coupling

ever, the library’s computational structure is designed to be
generalized beyond these processes, and we therefore frame
the following discussion in general terms, before returning
to the specific case of semileptonic decays.
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+ additional properties (  
and  polarizations, , …)
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https://hammer.physics.lbl.gov/
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Outlook

Let’s talk about things I have not talked about: 

 

 

 as a proxy for  

 

 &  

Otherwise: I think we are entering an intriguing era; 
let’s get going — snowmass peak is calling.

ℛ(D(*)
s )

ℛ(D**narrow)

ℛ(DX) ℛ(Xc)

ℛ(π, ρ, ω)

B− → τν̄τ B− → μν̄μ

Many thanks to Dean Robinson, Zoltan Ligeti, Michele Papucci, Stephan Duell 
and Manuel Franco Sevilla!
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Belle II Luminosity Status 

Belle II Germany Meeting, Sep. 14th, 2020:   Belle II Status

Entering new Territory in b*y and Lpeak

�4

KEK reclaims luminosity record
30 June 2020

A new record for the highest luminosity at a particle collider has been set by SuperKEKB at
the KEK laboratory in Tsukuba, Japan. On 15 June, electron–positron collisions at the 3 km-
circumference double-ring collider reached an instantaneous luminosity of 2.22×10  cm  s

— surpassing the LHC’s record of 2.14×10 cm s  set with proton–proton collisions in
2018. A few days later, SuperKEKB pushed the luminosity record to 2.4×10  cm s . This
milestone follows more than two years of commissioning of the new machine, which
delivers asymmetric electron–positron collisions to the Belle II detector at energies
corresponding to the Υ(4S) resonance (10.57 GeV) to produce copious amounts of B and D
mesons and τ leptons.

ACCELERATORS | NEWS

Record breaker The instantaneous luminosity of SuperKEKB measured at 5-minute intervals from late
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The super B-factory at KEK (2018 start)

● A planned 40-fold increase in luminosity over KEKB (target: 8x1035 

cm-2s-1 instantaneous, 50ab-1 integrated), due to major upgrades:

○ “Nano-beam” scheme (below)

○ Doubled beam currents 

○ (large number of upgrades to RF, magnet, vacuum, etc. 

systems)

● First turns Feb. 10, 2016! Exciting times!

See Y. Onishi, ICHEP highlights, 8/08 
12:10 
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BEAM-BEAM LIMITWITH HOURGLASS EFFECT IN HERA

G. H. Hoffstaetter∗, F. Willeke, Deutsches Elektronen–Synchrotron (DESY) Hamburg, Germany

Abstract
After the design luminosity had been exceeded in the

electron–proton collider HERA, the interaction regions
have been rebuilt to boost the luminosity by roughly a fac-
tor 4 and are now being commissioned. While the specific
luminosity is increased by a reduction of the beta functions
at the interaction point and by a reduced horizontal electron
emittance, the beam-beam tune shift of the e-beam will be
increased and the vertical proton beta function at the inter-
action point will become comparable to the proton bunch
length. To analyze these new beam dynamical conditions,
the beam-beam force’s effect on the tune spread and on
high order resonances under the presence of the hourglass
effect has been investigated, and accelerator studies have
been performed in conditions for which the tune spread
and the resonance strength are comparable to the luminos-
ity upgrade parameters. In these experiments the nominal
beam-beam parameter per experiment has been pushed to a
record high of 0.5. Based on these tests, the future perfor-
mance limits of the HERA e/p collider are discussed.

1 LUMINOSITY UPGRADE
With a luminosity of L = 0.2× 1032 cm−2s−1 and an

integrated luminosity of 67 pb−1, HERA has exceeded its
design luminosity in its phase 1 run period which ended in
September 2000. To increase the luminosity in a phase 2
period, an upgrade of the interaction region (IR) has been
implemented. The North and South IRs around the col-
liding beam experiments ZEUS and H1 have been rebuilt
[1, 2, 3] to move superconducting focusing magnets for
electrons or positrons from 7 m to 2 m distance from the
IP and to move the first focusing magnets for protons from
28 m to 11 m. The proton beam can now be strongly fo-
cused to β∗

x = 2.45m and β∗
y = 0.18m at the IP. The

previous values have been β∗
x = 7 m and β∗

y = 0.5m. The
new nominal HERA parameters are:

p e
Energy–p/e (GeV) 920 27.5

Emit. hor/vert (nm) 5.1/5.1 20/3.4
β∗at IP hor/vert (m) 2.45/0.18 0.63/0.26
Aperture hor/vert (σ) 12/12 20/20

p per bunch and e-cur. 1.03·1011 58 mA
Tune shift hor/vert (10−3) 1.6/0.4 34/51

Bunch Length (mm) 191 10.3

These parameters would lead to a luminosity of 0.74 ·
1032 cm−2s−1 which includes a reduction by 0.92 due to
the increase of the beta functions along the proton bunch
during collision (the hourglass effect).

∗Georg.Hoffstaetter@desy.de

2 INFLUENCE OF THE HOURGLASS
EFFECT
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Figure 1: The bunch size changes during the collision due
to the hourglass effect.

Figure 1 shows how the proton beam size during an
electron-proton collision can change when the bunch is
longer than the beta function at the interaction point (IP).
For short Gaussian bunches the luminosity is given by L =
fbN+N−/[2πΣxΣy] where the Σ are given by

√
σ2

1 + σ2
2.

Therefore the hourglass effect diminishes the luminosity
according to

Lhg

L =
∫∞∫

∞

ρ1(s1)ρ2(s2)
Σx(0)Σy(0)
Σx(s)Σy(s)

∣∣∣∣
s= s1+s2

2

ds1ds2 .

(1)
Here ρ1/2are the longitudinal densities of the two beams.
For Gaussian longitudinal densities, one integration can
be performed leading to 2√

2πΣs
exp(−2s+ξ

2Σ2
s

)ds instead of
ρ1(s1)ρ2(s2)ds2ds2 where ξ is the distance between the
bunches when one of them is at the IP. Well adjusted tim-
ing of the collisions leads to ξ = 0. If the hourglass
effect is only important in one plain, also the second in-
tegral can be computed analytically [4]. The effect of
this luminosity reduction on luminosity scans has been
analyzed in [5]. The beam–beam parameter is given by
ξx,y = Cbbβx,y/[2π(σ∗

x + σ∗
y)σ∗

xy] with Cbb = q∗N∗rc

qγ .
The star refers to the opposing beam, rc is the classical ra-
dius of the particle and N∗ is the numbers of particle per
bunch. The hourglass effect changes this tune shift,

ξhg
x/y(s1)
ξx/y

=
∞∫

∞

ρ2(s2)
β(s)σ∗

x/y(0)[σ∗
x(0) + σ∗

y(0)]
β(0)σ∗

x/y(s)[σ∗
x(s) + σ∗

y(s)]
ds2 ,

(2)
where again s = s1+s2

2 . The tune shift has an increasing
and a decreasing component. The beta function increases
with distance from the IP whereas the inverse beam size
of the opposing beam decreases with this distance. When
averaging the tune shift over the interaction time, it can
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beam-beam param. x1

vertical beta function x 1/20

beam current x2
LER / HER KEKB SuperKEKB L-Factor

Energy [GeV] 3.5 / 8 4.0 / 7.0 
Crossing angle 2fx [mrad] 22 83

by* [mm] 5.9 / 5.9 0.27 / 0.30 x 20
bx* [mm] 1200 32 / 25 

I± [A] 1.64 / 1.19 2.8 / 2.0 x 1.5
ex = sx x sx’ [nm] 18 / 24 3.2 / 4.6 

ey = sy x sy’ [pm] 140 / 140 13 / 16

xy±  ~ (by*/ey)1/2 /s*x 0.129 / 0.09 0.09 / 0.09 x 1
# of bunches 1584 1800

Luminosity [1034 cm-2 s-1] 2.1 60 x 30

L =
�±
2err
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Nano-Beam scheme (P. Raimondi, DAΦNE):
Squeeze beta function at the IP (βx*,βy*) and minimize longitudinal 
size of overlap region to avoid penalty from hourglass effect. 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The super B-factory at KEK (2018 start)

● A planned 40-fold increase in luminosity over KEKB (target: 8x1035 

cm-2s-1 instantaneous, 50ab-1 integrated), due to major upgrades:

○ “Nano-beam” scheme (below)

○ Doubled beam currents 

○ (large number of upgrades to RF, magnet, vacuum, etc. 

systems)

● First turns Feb. 10, 2016! Exciting times!

See Y. Onishi, ICHEP highlights, 8/08 
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BEAM-BEAM LIMITWITH HOURGLASS EFFECT IN HERA

G. H. Hoffstaetter∗, F. Willeke, Deutsches Elektronen–Synchrotron (DESY) Hamburg, Germany

Abstract
After the design luminosity had been exceeded in the

electron–proton collider HERA, the interaction regions
have been rebuilt to boost the luminosity by roughly a fac-
tor 4 and are now being commissioned. While the specific
luminosity is increased by a reduction of the beta functions
at the interaction point and by a reduced horizontal electron
emittance, the beam-beam tune shift of the e-beam will be
increased and the vertical proton beta function at the inter-
action point will become comparable to the proton bunch
length. To analyze these new beam dynamical conditions,
the beam-beam force’s effect on the tune spread and on
high order resonances under the presence of the hourglass
effect has been investigated, and accelerator studies have
been performed in conditions for which the tune spread
and the resonance strength are comparable to the luminos-
ity upgrade parameters. In these experiments the nominal
beam-beam parameter per experiment has been pushed to a
record high of 0.5. Based on these tests, the future perfor-
mance limits of the HERA e/p collider are discussed.

1 LUMINOSITY UPGRADE
With a luminosity of L = 0.2× 1032 cm−2s−1 and an

integrated luminosity of 67 pb−1, HERA has exceeded its
design luminosity in its phase 1 run period which ended in
September 2000. To increase the luminosity in a phase 2
period, an upgrade of the interaction region (IR) has been
implemented. The North and South IRs around the col-
liding beam experiments ZEUS and H1 have been rebuilt
[1, 2, 3] to move superconducting focusing magnets for
electrons or positrons from 7 m to 2 m distance from the
IP and to move the first focusing magnets for protons from
28 m to 11 m. The proton beam can now be strongly fo-
cused to β∗

x = 2.45m and β∗
y = 0.18m at the IP. The

previous values have been β∗
x = 7 m and β∗

y = 0.5m. The
new nominal HERA parameters are:

p e
Energy–p/e (GeV) 920 27.5

Emit. hor/vert (nm) 5.1/5.1 20/3.4
β∗at IP hor/vert (m) 2.45/0.18 0.63/0.26
Aperture hor/vert (σ) 12/12 20/20

p per bunch and e-cur. 1.03·1011 58 mA
Tune shift hor/vert (10−3) 1.6/0.4 34/51

Bunch Length (mm) 191 10.3

These parameters would lead to a luminosity of 0.74 ·
1032 cm−2s−1 which includes a reduction by 0.92 due to
the increase of the beta functions along the proton bunch
during collision (the hourglass effect).
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Figure 1: The bunch size changes during the collision due
to the hourglass effect.

Figure 1 shows how the proton beam size during an
electron-proton collision can change when the bunch is
longer than the beta function at the interaction point (IP).
For short Gaussian bunches the luminosity is given by L =
fbN+N−/[2πΣxΣy] where the Σ are given by

√
σ2

1 + σ2
2.

Therefore the hourglass effect diminishes the luminosity
according to

Lhg

L =
∫∞∫

∞

ρ1(s1)ρ2(s2)
Σx(0)Σy(0)
Σx(s)Σy(s)

∣∣∣∣
s= s1+s2

2

ds1ds2 .

(1)
Here ρ1/2are the longitudinal densities of the two beams.
For Gaussian longitudinal densities, one integration can
be performed leading to 2√

2πΣs
exp(−2s+ξ

2Σ2
s

)ds instead of
ρ1(s1)ρ2(s2)ds2ds2 where ξ is the distance between the
bunches when one of them is at the IP. Well adjusted tim-
ing of the collisions leads to ξ = 0. If the hourglass
effect is only important in one plain, also the second in-
tegral can be computed analytically [4]. The effect of
this luminosity reduction on luminosity scans has been
analyzed in [5]. The beam–beam parameter is given by
ξx,y = Cbbβx,y/[2π(σ∗

x + σ∗
y)σ∗

xy] with Cbb = q∗N∗rc

qγ .
The star refers to the opposing beam, rc is the classical ra-
dius of the particle and N∗ is the numbers of particle per
bunch. The hourglass effect changes this tune shift,

ξhg
x/y(s1)
ξx/y

=
∞∫

∞

ρ2(s2)
β(s)σ∗

x/y(0)[σ∗
x(0) + σ∗

y(0)]
β(0)σ∗

x/y(s)[σ∗
x(s) + σ∗

y(s)]
ds2 ,

(2)
where again s = s1+s2

2 . The tune shift has an increasing
and a decreasing component. The beta function increases
with distance from the IP whereas the inverse beam size
of the opposing beam decreases with this distance. When
averaging the tune shift over the interaction time, it can

Proceedings of EPAC 2002, Paris, France

401

Hourglass effect

�(z) = �⇤
y + z2

�⇤
y

�z ' 6mm

) goal : �e↵
z < �⇤

y
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

beam-beam param. x1

vertical beta function x 1/20

beam current x2
LER / HER KEKB SuperKEKB L-Factor

Energy [GeV] 3.5 / 8 4.0 / 7.0 
Crossing angle 2fx [mrad] 22 83

by* [mm] 5.9 / 5.9 0.27 / 0.30 x 20
bx* [mm] 1200 32 / 25 

I± [A] 1.64 / 1.19 2.8 / 2.0 x 1.5
ex = sx x sx’ [nm] 18 / 24 3.2 / 4.6 

ey = sy x sy’ [pm] 140 / 140 13 / 16

xy±  ~ (by*/ey)1/2 /s*x 0.129 / 0.09 0.09 / 0.09 x 1
# of bunches 1584 1800

Luminosity [1034 cm-2 s-1] 2.1 60 x 30

L =
�±
2err

✓
1 +

�⇤
y

�⇤
x

◆
RL

R⇠

I±⇠y±
�⇤
y±

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

Nano-Beam scheme (P. Raimondi, DAΦNE):
Squeeze beta function at the IP (βx*,βy*) and minimize longitudinal 
size of overlap region to avoid penalty from hourglass effect. 
 
 

 
 
 
 
 
 
Strong focusing of beams down to vertical size of ~ 50nm requires 
very low emittance beams and large Piwinski angle (~20)  0          
Need sophisticated and complex final focus system (QCS) 

d 

Collision Scheme 
High Current Scheme Nano-Beam Scheme 

Half crossing angle: &'

12 

2&'

$z! $x*!

! 

" x
*

! 

" z

! 

d =
" x
*

#

overlap region (! bunch length) 

Hourglass requirement Hourglass requirement 

! 

"y
* #$ z

overlap region = bunch length 

Y. Ohnishi / KEK 

Head-on 

! 

"y
* #

$ x
*

%
~5 mm ~200-300 µm 

2�x =

82mrad

effective

�e↵
z = �⇤

x

�x
< �⇤

y

Roadmap2020

β*γ = 0.8 mm

Belle II Germany Meeting, Sep. 14th, 2020:   Belle II Status

Entering new Territory in b*y and Lpeak

�4

KEK reclaims luminosity record
30 June 2020

A new record for the highest luminosity at a particle collider has been set by SuperKEKB at
the KEK laboratory in Tsukuba, Japan. On 15 June, electron–positron collisions at the 3 km-
circumference double-ring collider reached an instantaneous luminosity of 2.22×10  cm  s

— surpassing the LHC’s record of 2.14×10 cm s  set with proton–proton collisions in
2018. A few days later, SuperKEKB pushed the luminosity record to 2.4×10  cm s . This
milestone follows more than two years of commissioning of the new machine, which
delivers asymmetric electron–positron collisions to the Belle II detector at energies
corresponding to the Υ(4S) resonance (10.57 GeV) to produce copious amounts of B and D
mesons and τ leptons.

ACCELERATORS | NEWS

Record breaker The instantaneous luminosity of SuperKEKB measured at 5-minute intervals from late
2019 to 22 June 2020. Values are online measurements and contain an approximate 1% error. Credit:
KEK
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We can spare no words in thanking KEK for
their pioneering work in achieving results that
push forward both the accelerator frontier and
the related physics frontier
Pantaleo Raimondi
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Lepton and Hadron ID Performance at Belle II
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Lepton- and Hadron-Identification Performance

Lepton ID  
 
 
 
 
 
 
 

Hadron ID

�13

D*+ → D0[K−π+ ]π+

4. K-EFFICIENCIES AND ⇡-MIS-ID RATES
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FIG. 2: K-e�ciencies and ⇡-mis-ID rates are calculated for di↵erent PID criteria using the
decay D⇤+ ! D0[K�⇡+]⇡+.
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FIG. 7: Kaon e�ciency and pion mis-ID rate for the PID criterion RK/⇡ > 0.5 using the
decay D⇤+ ! D0[K�⇡+]⇡+ in the bins of polar angle (laboratory frame) of the tracks

which have laboratory frame momentum greater than 1 GeV/c. Note that the acceptance
regions of CDC, TOP and ARICH in polar angle (cos ✓) are [�0.87, 0.96], [�0.48, 0.82],

and [0.83, 0.97], respectively.
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FIG. 8: J/ and K0
S e�ciency and fake rate overlay for electronID integrated over the entire

ECL barrel region, as a function of track momentum. Note that the hadron mis-identification rate
has been inflated by a factor 3 for illustration purposes.

FIG. 9: J/ and K0
S e�ciency and mis-identification rate overlay for muonID integrated over the

entire KLM barrel region, as a function of track momentum. Note that the hadron mis-identification
rate has been inflated by a factor 3 for illustration purposes.

11

KLM barrel

FIG. 10: Example ECL barrel bin for electronID with all measurements, e�ciencies and hadron-
lepton mis-identification rates overlaid. Note that the mis-identification rate has been inflated by
a factor 3 for illustration purposes.

FIG. 11: Example KLM barrel bin for muonID with all measurements, e�ciencies and hadron-
lepton mis-identification rates overlaid. Note that the mis-identification rate has been inflated by
a factor 3 for illustration purposes.
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ECL barrel bin

1. DATASET AND DEFINITIONS

The lepton identification studies (`± = {e±, µ±}) presented in this document have been
performed using the ICHEP on-resonance datasets from 2019 (experiments 7, 8 and 10) 8.8
fb�1, and 2020 (experiment 12) 25.8 fb�1, as well as the 2020 o↵-resonance dataset for the
D⇤+ channel (experiment 12) 3.2 fb�1.

Information from each particle identification system (CDC, TOP, ARICH, ECL, KLM)
is analysed independently to determine a likelihood for each charged particle hypothesis.
These likelihoods may then be used to construct a combined likelihood ratio. In the plots
presented here we study identification based on the global likelihood ratio (from all the
subdetectors) defined as:

`ID =
L`

Le + Lµ + L⇡ + LK + Lp
. (1)

We report the lepton identification performance of electron-hadron, and muon-hadron
separation (h± = {⇡±, K±}) using a complementary set of decay channels. Electron and
muon identification e�ciencies are studied using e+e� ! `+`�(�), e+e� ! e+e�`+`�, and
J/ ! `+`�, while pion mis-identification rates are studied using K0

S ! ⇡+⇡�, e+e� !
⌧±(1P )⌧⌥(3P ), and D⇤+ ! D0(! K�⇡+)⇡+. The latter is also used to determine kaon
misidentification rates. E�ciencies and misidentifcation rates are defined as follows:

✏(`) =
number of electron (muon) tracks identified as an electron (muon)

total number of electron (muon) tracks
, (2)

mis-ID rate(h ! `) =
number of charged hadron tracks identified as an electron (muon)

total number of charged hadron tracks
.(3)

Other techniques for combining subdetector data, such as a boosted decision tree methods,
have also been developed for Belle II but are not yet used for physics analysis studies and
therefore not covered here.

Performance is evaluated in the polar angle acceptance regions corresponding to the
electromagnetic calorimeter (ECL) for electrons (0.22 to 2.71 radians), and to the K0

L-muon
detector (KLM) for muons (0.40 to 2.60 radians). Combined, the set of probe channels
covers a lab-frame momentum range of 0.4 GeV/c to 7.0 GeV/c. For e�ciencies, results
are also binned with respect to their lab frame polar angle and measured track charge (the
latter are not shown here).

Lepton identification performance is studied for three reference selection thresholds on
the `ID variable: 0.5, 0.9 and 0.95. For brevity, the plots hereby presented show results for
a selection of `ID > 0.9.

2. RESULTS

Signal reconstruction plots from lepton e�ciency studies are shown for J/ ! `+`� (Fig.
1), e+e� ! e+e�`+`� (Fig. 2), e+e� ! µ+µ�� (Fig. 3), and e+e� ! e+e�(�) (Fig. 4).
Signal reconstruction plots from misidentification rate studies are shown for K0

S ! ⇡+⇡�

(Fig. 5), D⇤+ ! D0(K�⇡+)⇡+ (Fig. 6), and e+e� ! ⌧±(1P )⌧⌥(3P ) (Fig. 7).
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FIG. 9. Projections of the fit results on the distributions of q2 (top-left), M2
miss (top-right), |~p ⇤

⇡ | (bottom-left) and |~p ⇤
⇢ |

(bottom-right). These distributions are the sum of all the signal samples.

TABLE II. The systematic uncertainties in R(D⇤) and P⌧ (D
⇤), where the values for R(D⇤) are relative errors. The group

“common sources” identifies the common systematic uncertainty sources in the signal and the normalization modes, which
cancel to a good extent in the ratio of these samples. The reason for the incomplete cancellation is described in the text.

Source R(D⇤) P⌧ (D
⇤)

Hadronic B composition +7.7%
�6.9%

+0.134
�0.103

MC statistics for PDF shape +4.0%
�2.8%

+0.146
�0.108

Fake D⇤ 3.4% 0.018
B̄ ! D⇤⇤`�⌫̄` 2.4% 0.048
B̄ ! D⇤⇤⌧�⌫̄⌧ 1.1% 0.001
B̄ ! D⇤`�⌫̄` 2.3% 0.007
⌧ daughter and `� e�ciency 1.9% 0.019
MC statistics for e�ciency estimation 1.0% 0.019
B(⌧� ! ⇡�⌫⌧ , ⇢

�⌫⌧ ) 0.3% 0.002
P⌧ (D

⇤) correction function 0.0% 0.010

Common sources

Tagging e�ciency correction 1.6% 0.018
D⇤ reconstruction 1.4% 0.006
Branching fractions of the D meson 0.8% 0.007
Number of BB̄ and B(⌥(4S) ! B+B� or B0B̄0) 0.5% 0.006

Total systematic uncertainty +10.4%
�9.4%

+0.21
�0.16

the uncertainties in the calibration factors discussed in
Sec. VC. The uncertainty of light meson resonances in

the hadronic B decays is taken into account by varying
the fractions of these resonances within the maximum

Phys.Rev.Lett.118,211801 (2017) arXiv:1612.00529 [hep-ex] ,
Phys.Rev.D 97, 012004 (2018) arXiv:1709.00129_[hep-ex]
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TABLE V. Systematic uncertainties and correlations on R(D(∗)) for the isospin-unconstrained (columns 1–4 and 7–8) and
isospin-constrained (columns 5–6 and 9) fits. The total uncertainties and correlations are calculated based on Eq. 27.

Fractional uncertainty (%) Correlation

Source of uncertainty R(D0) R(D∗0) R(D+) R(D∗+) R(D) R(D∗) D0/D∗0 D+/D∗+ D/D∗

Additive uncertainties

PDFs

MC statistics 6.5 2.9 5.7 2.7 4.4 2.0 −0.70 −0.34 −0.56

B → D(∗)(τ−/ℓ−)ν FFs 0.3 0.2 0.2 0.1 0.2 0.2 −0.52 −0.13 −0.35

D∗∗ → D(∗)(π0/π±) 0.7 0.5 0.7 0.5 0.7 0.5 0.22 0.40 0.53

B(B → D∗∗ℓ−νℓ) 1.0 0.4 1.0 0.4 0.8 0.3 −0.63 −0.68 −0.58

B(B → D∗∗τ−ντ ) 1.2 2.0 2.1 1.6 1.8 1.7 1.00 1.00 1.00

D∗∗ → D(∗)ππ 2.1 2.6 2.1 2.6 2.1 2.6 0.22 0.40 0.53

Cross-feed constraints

MC statistics 2.6 0.9 2.1 0.9 2.4 1.5 0.02 −0.02 −0.16

fD∗∗ 6.2 2.6 5.3 1.8 5.0 2.0 0.22 0.40 0.53

Feed-up/feed-down 1.9 0.5 1.6 0.2 1.3 0.4 0.29 0.51 0.47

Isospin constraints – – – – 1.2 0.3 – – −0.60

Fixed backgrounds

MC statistics 4.3 2.3 4.3 1.8 3.1 1.5 −0.48 −0.05 −0.30

Efficiency corrections 4.8 3.0 4.5 2.3 3.9 2.3 −0.53 0.20 −0.28

Multiplicative uncertainties

MC statistics 2.3 1.4 3.0 2.2 1.8 1.2 0.00 0.00 0.00

B → D(∗)(τ−/ℓ−)ν FFs 1.6 0.4 1.6 0.3 1.6 0.4 0.00 0.00 0.00

Lepton PID 0.6 0.6 0.6 0.5 0.6 0.6 1.00 1.00 1.00

π0/π± from D∗ → Dπ 0.1 0.1 0.0 0.0 0.1 0.1 1.00 1.00 1.00

Detection/Reconstruction 0.7 0.7 0.7 0.7 0.7 0.7 1.00 1.00 1.00

B(τ− → ℓ−ν̄ℓντ ) 0.2 0.2 0.2 0.2 0.2 0.2 1.00 1.00 1.00

Total syst. uncertainty 12.2 6.7 11.4 6.0 9.6 5.5 −0.21 0.10 0.05

Total stat. uncertainty 19.2 9.8 18.0 11.0 13.1 7.1 −0.59 −0.23 −0.45

Total uncertainty 22.7 11.9 21.3 12.5 16.2 9.0 −0.48 −0.15 −0.27

TABLE VI. Additional B → D∗∗ℓ−νℓ decays and the MC
model implemented for their decays. The fourth decay mode
refers to three-body decay of the four L = 1 D∗∗ states.

Decay Decay model

Non-resonant B → D(∗)πℓνℓ Goity-Roberts [38]

Non-resonant B → D(∗)ππℓνℓ Phase Space

B → D(∗)ηℓνℓ Phase Space

B → D∗∗(→ D(∗)ππ)ℓνℓ ISGW2 [31]

Feed-down constraints: The feed-down constraints of
the signal yields are corrected as part of the iteration of
the fit. The uncertainties on these corrections are given
by the statistical uncertainty on the ratios of the fitted
D∗ℓν ⇒ D∗ℓ and D∗ℓν ⇒ Dℓ yields. They are 2.4% and
4.4% on the D∗0τν and D∗+τν feed-down constraints,
respectively.

Feed-up constraints: We estimate the uncertainty on
the Dτν and Dℓν feed-up constraints as 100% of the
corrections on the feed-down constraints. This results in
6.8% on the D0(ℓ/τ)ν feed-up and 9.9% on the D+(ℓ/τ)ν
feed-up. These two effects combined lead to an uncer-
tainty of 1.3% on R(D) and 0.4% on R(D∗).

Isospin constraints: In the isospin-constrained fit, we
employ five additional constraints to link the signal and
normalization yields of the samples corresponding to B−

and B0 decays. Since we reweight these contributions
with the q2 ≤ 4GeV2 control sample, the uncertainty
on the isospin constraints is given by the statistical un-
certainty on the ratios of the q2 ≤ 4GeV2 yields. This
uncertainty is 3.4% in the Dℓ samples and 3.6% in the
D∗ℓ samples. This translates into uncertainties of 1.2%
on R(D) and 0.3% on R(D∗).

Phys.Rev.Lett. 109,101802 (2012)
Phys.Rev.D 88, 072012 (2013)
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B− → τν̄τ

Table 40: Yields of expected signal and background events in the B ! ⌧⌫⌧ study for two

di↵erent EECL windows, with and without beam background, with a data set of L = 1ab�1.

.

EECL < 1 GeV < 0.25 GeV

without background

Background yield 12835 2062

Signal yield 332 238

Signal e�ciency (‰) 3.8 2.7

with background

Background yield 7420 1348

Signal yield 188 136

Signal e�ciency (‰) 2.2 1.6

Table 41: Expected uncertainties on the B ! ⌧⌫⌧ branching fraction for di↵erent luminosity

scenarios with hadronic and semileptonic tag methods.

Integrated Luminosity ( ab�1) 1 5 50

Hadronic tag

Statistical uncertainty (%) 29 13 4

Systematic uncertainty (%) 13 7 5

Total uncertainty (%) 32 15 6

Semileptonic tag

Statistical uncertainty (%) 19 8 3

Systematic uncertainty (%) 18 9 5

Total uncertainty (%) 26 12 5

Beam background. In order to estimate the impact of machine background on the branch-

ing fraction measurement, the analysis is repeated on a MC5 Belle II production where no

machine background is superimposed on physics events. Continuum background suppression

and the signal side selection have been re-optimised for this configuration and the statistical

evaluation with toy MC is performed as above. The results are shown in Table 40, compared

to the case including the expected machine background, and in Figure 66. The higher selec-

tion e�ciency in absence of beam background is due to higher B-tag reconstruction e�ciency

(see Figure 65) and that, in order to maximise the FOM, a looser selection is applied on

the signal side. It may also be due to a greater abundance of fake tracks in the presence of

beam background, which must be further studied at Belle II. For a more general discussion

of the FEI tagging performance we refer to Sec. 6.6. The mean uncertainty on the B ! ⌧⌫⌧

branching fraction is found to be ⇠20% with 1 ab�1 of equivalent integrated luminosity,

corresponding to a statistical significance of approximately 5�.

Summary. Table 41 summarises the results and projections of the uncertainties on the

branching fraction measurement with 1, 5 and 50 ab�1 data sets, using hadronic and semilep-

tonic tagging respectively. These approaches are statistically independent. The projections

of measurements using semileptonic tags are based entirely on Belle measurements [240],

since no dedicated studies have been performed with Belle II simulation.

160/688
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FIG. 17. (Color online). Representation of χ2 (Eq. 30) in
the R(D)–R(D∗) plane. The white cross corresponds to the
measured R(D(∗)), and the black cross to the SM predictions.
The shaded bands represent one standard deviation each.

distribution in the R(D)–R(D∗) plane. The contours are
ellipses slightly rotated with respect to the R(D)–R(D∗)
axes, due to the non-zero correlation.
For the assumption that R(D(∗))th = R(D(∗))SM, we

obtain χ2 = 14.6, which corresponds to a probability
of 6.9 × 10−4. This means that the possibility that the
measured R(D) and R(D∗) both agree with the SM pre-
dictions is excluded at the 3.4σ level [42]. Recent calcu-
lations [7, 8, 43, 44] have resulted in values of R(D)SM
that slightly exceed our estimate. For the largest of those
values, the significance of the observed excess decreases
to 3.2σ.

B. Search for a charged Higgs

To examine whether the excess in R(D(∗)) can be ex-
plained by contributions from a charged Higgs boson in
the type II 2HDM, we study the dependence of the fit
results on tanβ/mH+ .
For 20 values of tanβ/mH+ , equally spaced in the

[0.05, 1.00]GeV−1 range, we recalculate the eight signal
PDFs, accounting for the charged Higgs contributions as
described in Sec. II. Figure 18 shows the m2

miss and |p∗
ℓ |

projections of the D0τν ⇒ D0ℓ PDF for four values of
tanβ/mH+ . The impact of charged Higgs contributions
on the m2

miss distribution mirrors those in the q2 distri-
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FIG. 18. (Color online). m2
miss and |p∗

ℓ | projections of the
D0τν ⇒ D0ℓ PDF for various values of tanβ/mH+ .
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FIG. 19. (Color online). Left: Variation of the B → Dτ−ντ

(top) and B → D∗τ−ντ (bottom) efficiency in the 2HDM
with respect to the SM efficiency. The band indicates the
increase on statistical uncertainty with respect to the SM
value. Right: Variation of the fitted B → Dτ−ντ (top) and
B → D∗τ−ντ (bottom) yields as a function of tanβ/mH+ .
The band indicates the statistical uncertainty of the fit.

bution, see Fig. 3, because of the relation

m2
miss =

(

pe+e− − pBtag − pD(∗) − pℓ
)2

= (q − pℓ)
2 ,

The changes in the |p∗
ℓ | distribution are due to the change

in the τ polarization.
We recalculate the value of the efficiency ratio

εsig/εnorm as a function of tanβ/mH+ (see Fig. 19).
The efficiency increases up to 8% for large values of
tanβ/mH+ , and, as we noted earlier, its uncertainty in-
creases due to the larger dispersion of the weights in the
2HDM reweighting.
The variation of the fitted signal yields as a function

of tanβ/mH+ is also shown in Fig. 19. The sharp drop in
the B → Dτ−ντ yield at tanβ/mH+ ≈ 0.4GeV−1 is due
to the large shift in the m2

miss distribution which occurs
when the Higgs contribution begins to dominate the total
rate. This shift is also reflected in the q2 distribution and,
as we will see in the next section, the data do not support
it. The change of the B → D∗τ−ντ yield, mostly caused
by the correlation with the B → Dτ−ντ sample, is much
smaller.
Figure 20 compares the measured values of R(D) and

R(D∗) in the context of the type II 2HDM to the theoret-
ical predictions as a function of tanβ/mH+ . The increase
in the uncertainty on the signal PDFs and the efficiency
ratio as a function of tanβ/mH+ are taken into account.
Other sources of systematic uncertainty are kept constant
in relative terms.
The measured values of R(D) and R(D∗) match

the predictions of this particular Higgs model for
tanβ/mH+ = 0.44±0.02GeV−1 and tanβ/mH+ = 0.75±
0.04GeV−1, respectively. However, the combination of
R(D) and R(D∗) excludes the type II 2HDM charged
Higgs boson at 99.8% confidence level for any value of
tanβ/mH+ , as illustrated in Fig. 21. This calculation is
only valid for values of mH+ greater than 15GeV [5, 8].
The region for mH+ ≤ 15GeV has already been excluded
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is shown. (right) The 95% exclusion limit from Ref. [6] is compared with the exclusion limits from B ! ⌧ ⌫̄⌧ . As input an
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Impact of 𝝉-polarisation in 

                           decays : 
- secondary lepton emitted preferentially in the 

direction of the 𝝉


‣ Carries more momentum of the 𝝉-lepton 

+ secondary lepton emitted preferentially 
against the direction of the 𝝉


‣ Carries less momentum of the 𝝉-lepton

⌧� ! `�⌫̄`⌫⌧


